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Abstract—This paper describes a cybersecure synchrophasor 
platform (CSSP) that uses standard rack-mounted hardware and 
software in a single bay rack. It is installed at the University of 
California, San Diego (UCSD).  

The CSSP consists of redundant phasor measurement units 
(PMUs) with dual substation-hardened computers in the UCSD 
microgrid system. The purpose of the CSSP is to provide an 
advanced warning of stress developing in the area power system, 
allowing UCSD operators to prepare for a potential island 
maneuver.  

The CSSP includes archives of PMU synchrophasor data and 
real-time computations of Fast Fourier Transforms (FFTs) and 
damping coefficients. Moving window FFTs are computed at a 
rate of 30 Hz, and the damping coefficients at each mode are 
displayed and archived. The angle separations and FFTs of the 
data are used to identify a potential island maneuver that might 
be executed. 

The data from the CSSP are used for both real-time display 
and the main campus data archiving system. Data are collected 
directly from the wall outlet, and voltage, frequency, and phase 
angles are displayed in real time.  

With dual substation-hardened computers, the CSSP has 
redundant failover capabilities, yielding high availability. This 
configuration allows the system to be patched per the North 
American Electric Reliability Corporation Critical 
Infrastructure Protection (NERC CIP) standards while still 
continuing to collect data, thereby satisfying NERC CIP 
requirements. 

The principal results of this paper include data demonstrating 
the value of high-speed synchronized data collection systems in 
microgrids. 

I.  INTRODUCTION 

A cybersecure synchrophasor platform (CSSP) is installed 
at the University of California, San Diego (UCSD). The CSSP 
collects data from phasor measurement units (PMUs) and 
includes archives of data and real-time computations of Fast 
Fourier Transforms (FFTs) and damping coefficients. This 
paper describes the initial data collected from a wall outlet in 
Jacobs Hall on the UCSD campus. The data collected include 
voltage, frequency, and phase angles. We then describe the 
details of the CSSP system and how the data were collected. 
We also describe possible interpretations of the data as they 
relate to IEEE C37.118 and how the interpretations affect the 
data collected at UCSD [1]. 

II.  FREQUENCY AND ANGLE MEASUREMENT  
DATA COLLECTION 

Angle measurements from PMUs are reported over the 
range of ±π radians or ±180 degrees. The rate of change of the 
angle is the frequency offset from the nominal frequency  
(60 or 50 Hz). Thus, if the system measured frequency is 
exactly 60 Hz, the reported phasor angle will appear stationary 
because the rate of change of the angle is zero. The frame of 
reference for the phasors is the 60 Hz nominal frequency, so 
the reference phasor rotates at this frequency and the phasor is 
measured relative to the nominal rotating phasor. The angle is 
measured relative to a standard bus operating at exactly 60 Hz 
with the peak of its cosine wave coincident with the top of the 
second wave. Thus the reported angle is relative to this virtual 
standard bus. The angle trend line shows an increasing or 
decreasing slope based on the offset from the nominal 
frequency.  

Fig. 1 shows a 16-hour interval where a disturbance 
occurred at Jacobs Hall at UCSD. Data, such as voltage, 
frequency, and phase angle, were collected at a wall outlet in 
the hall and analyzed in order to locate a fault. The 
disturbance, which happened at about 6:09 a.m. on  
December 13, 2012, is visible near the middle of the trend. 

 

Fig. 1. Frequency and angle over a 16-hour interval 

There are two scales in Fig. 1, one for frequency from 
59.85 to 60.1 Hz and one for angle from –200 to  
240 degrees. The blue line is angle, and the black line is 
frequency. The blue angle curve is shown displaced from the 
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zero axis so the trend traces do not overlap. The frequency 
varies from less than 59.95 Hz to more than 60.05 Hz, or over 
a range of 55 mHz. What might appear as noise is actually 
how the grid behaves when responding to load and generation 
changes. The range of the angle is ±π radians, expressed in 
degrees on the chart. Note the rate of change of the angle 
measurement on the time scale in Fig. 1. It is so rapid that the 
trend chart almost looks like a solid blue line. Fig. 2 shows the 
same angle and frequency data as Fig. 1, but it is zoomed in to 
a time scale of 2 hours so that the disturbance is more visible.  

 

Fig. 2. Angle and frequency over a 2-hour period on December 13, 2012 

Note that the slope of the angle trend in Fig. 2 indicates 
whether the frequency is above or below the nominal 60 Hz 
frequency. This view shows more clearly the rate of change of 
the angle measurement. It is wrapping in both the positive and 
negative directions based on the frequency difference from 
nominal. If the difference is positive, then the angle increases 
and the phasor rotates faster than the nominal in the 
counterclockwise direction. If the difference is negative, the 
phasor rotates in the clockwise direction. 

Fig. 3 shows a more detailed view around the disturbance. 
A significant oscillation in the local grid, with the frequency 
dipping to less than 59.93 Hz, is clearly visible. This was 
likely caused by a sudden increase in load on the UCSD 
campus because there was no loss of local generation on 
campus. We can assume that this was a local disturbance 
because the Western Electricity Coordinating Council 
(WECC) Joint Synchronized Information Subcommittee 
(JSIS) has determined that wide-area events are defined as 
those having frequency changes of more than ±100 mHz. 

 

Fig. 3. Zoomed-in view of frequency and angle on December 13, 2012 

A 6-second window displaying the oscillation in more 
detail is shown in Fig. 4. 
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Fig. 4. A 6-second window showing December 13, 2012, event 

The sudden drop in frequency followed by a successful 
recovery is clearly shown in Fig. 4. The start of the recovery is 
shown about 200 milliseconds after the nadir of the event and 
is followed by a second dip in frequency. This is a fairly 
common shape seen in the WECC grid during large generator-
forced outages, and it has been observed repeatedly at UCSD.  

We believe that the oscillations previously described are 
local to the UCSD campus, but system events occurring in the 
WECC grid are also observable in the 120 V single-phase 
measurement. For example, [2] describes the Chief Joseph 
brake test events, which can be measured by PMUs located in 
the WECC grid and at UCSD by 120 V single-phase PMU 
measurements. The Chief Joseph brake was built in 1975 to 
help characterize damping characteristics of the Western 
Interconnection. For testing purposes, 1,400 MW impulses are 
injected into the WECC grid at the Chief Joseph Substation in 
northern central Washington.  

The UCSD PMU observations of two brake testing events 
on October 2, 2012, are shown in Fig. 5. 
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Fig. 5. Results at UCSD of Chief Joseph brake testing on October 2, 2012  

The two Chief Joseph brake testing events were also 
recorded in Oakland, California. The frequency waveform is 
shown in Fig. 6. 

We observed time delays of 261 milliseconds and 
305 milliseconds between Oakland and UCSD, respectively, 
for these two events. For other events, such as generator trips, 
we have seen propagation delays of about 500 milliseconds. 
The frequency disturbance caused by the October 2 Chief 
Joseph brake testing event was first observed in Oakland and
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Fig. 6. Frequency and angle in Oakland for Chief Joseph brake tests on October 2, 2012 

then, about one-third of a second later, in San Diego. 
Additional details of this analysis are available from UCSD 
upon request. 

A discussion of the measurement system follows. 

III.  DESCRIPTION OF THE CYBERSECURE  
SYNCHROPHASOR PLATFORM 

PMU data are now used for both wide-area monitoring, 
substation control and, in a few applications, for real-time 
feedback control. In order to provide a reliable signal for 
control, the measurements and the software interfaces should 
be redundant, as in some wide-area protection systems where 
the complete system is triply redundant. Reference [3] 
describes the importance of the redundancy and reliability of 
wide-area measurement synchrophasor historians and how 
they can be assembled using standard PMUs, standard 
commercial software, and industrial computers. 

As described by the North American Electric Reliability 
Corporation (NERC), there is a need to architect and design 
systems that have commensurate levels of availability. NERC 
specifically states that synchrophasor system implementations 
should be done securely in redundant pairs to avoid systemic 
data gaps while standard maintenance is performed on the 
system [4]. 

The CSSP system that is currently in use at UCSD consists 
of two substation-hardened computers running a standard 
operating system and configured in a dual-redundant hot 
failover collective system, another substation-hardened 
computer running a standard operating system for local 
visualization, two PMUs, two switches, and a Global 
Positioning System-based (GPS-based) clock. The software 
includes a historian and software interfaces to read the  
IEEE C37.118 messages while computing FFTs, damping 
coefficients, and angle separations in real time. The CSSP 
software system is designed to handle up to ten PMUs per 
substation computer. Other devices in the substation that are 
transmitting standard protocols, such as DNP3, Modbus®, or 
OPC, can also be interfaced to the CSSP for improved 
availability. 

The platform includes the following: 
 High-availability historian systems running on two 

substation-hardened computers configured as a dual-
redundant hot failover collective system. 

 Real-time FFTs and real-time damping calculations 
running on each computer. 

 IEEE C37.118 interfaces on each computer. 
 A substation-hardened computer for local 

visualization. 
 Redundant PMUs with dual GPS receivers. 
 Redundant Ethernet switches. 
 Visualization and application clients running on a 

third substation-hardened computer. 
 A touchscreen display panel. 
 A web portal and web displays. 
 Software notifications configured for frequency 

exceedances. 
 Equipment mounted in a single bay system. 

The CSSP can accommodate up to ten PMUs sending data 
at 60 or 120 messages per second (mps) in IEEE C37.118 
format. All PMU data are available on client software or 
compatible browsers inside the substation local-area network 
(LAN). PMU data (IEEE C37.118 packets) can be 
simultaneously and securely sent via multicast messages to 
other clients, including corporate host machines as well as 
regional reliability councils and independent system operators 
(ISOs). The system is extendable and fully programmable to 
perform real-time wide-area applications, including wide-area 
protection, control, and monitoring.  

Data are locally archived in compressed form for 60 or 
more days, depending on the capacity of the disk drive 
installed. The oldest archive files are automatically stored 
offline using Microsoft® Background Intelligent Transfer 
Service (BITS) for long-term historical analysis. Compression 
settings can be used to reduce data volumes. The typical 
exception settings for a PMU are 50 percent of the accuracy 
specification for each measured value, and the typical 
compression setting is equal to the accuracy of each measured 
value. These settings are based on actual measured results that 
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are described in [1] and are derived as follows. The 
recommended settings for exception are 0.5 times the reported 
accuracy of the device. If the PMU manufacturer specifies 
angle measurements to within 0.1 degrees, the exception 
setting would be 0.05 degrees. Similarly, the compression 
setting would be 0.05 degrees. With these settings, the loss of 
process information is greatly reduced. This is simply filtering 
out the random measurement error from the instrument. For 
example, the total vector error (TVE) requirements from 
IEEE C37.118 are 1 percent. So a conservative estimate of 
magnitude and angle exception and compression would be 
0.5 percent for both angle and magnitude. 

Additionally, the CSSP accepts data from Ethernet-
connected devices in the substation that are associated with 
breakers, gas-insulated switchgear (GIS) switches, 
transformers, line monitoring devices, weather stations, and so 
on. The most common protocols for collecting these data are 
DNP3, Modbus, OPC, and Fast Message. 

The architecture of the UCSD CSSP is shown in Fig. 7. 

 

Fig. 7. CSSP architecture 

Each rack-mounted PMU (i.e., PMU A and PMU B) sends 
data via IEEE C37.118 protocol messages to two separate 
IEEE C37.118 interfaces. Each interface (i.e., Interface A and 
Interface B) converts the IEEE C37.118 messages to 
individual data stream names and sends these names to a 
buffer subsystem that in turn sends the messages to the two 
servers (i.e., Archive A and Archive B), called a collective. 
No phasor data concentrator (PDC) function is required 
because when client software (like a display) requests data, the 
data are delivered as a time-synchronized data set; hence, 
there is no requirement for a PDC. Other devices in the 
substation can send data via Ethernet to the appropriate 
interface, and client software can also ask for time-
synchronized data. In these cases, the device data that are 
received in forms other than IEEE C37.118 are interpolated to 
the IEEE C37.118 time stamps. This provides a time-
synchronized data set for the application clients.  

The interfaces are configured in hot failover mode. This 
means that the primary interface sends data to both servers 
while the secondary interface is reading data, configuring the 
data to be sent to the servers, and buffering the outputs in the 
event it becomes the primary interface. The data rates are 
typically 60 mps. The collective name is used when 
connecting to the server. The client software determines which 
machine to physically connect to depending on the load and 

the availability of the individual servers. The CSSP can be 
configured such that the local solid-state disk can hold 30 to 
60 days of data for up to 40 PMUs and other devices in the 
substation. Compression settings can be applied to greatly 
extend archive history.  

FFTs run in both computers and are executed at 60 mps 
data rates. The moving window is 512 points wide 
(8.35 seconds), providing a frequency resolution of 0.117 Hz. 
Time-synchronized angle differences of 60 Hz are also 
computed.  

A large number of clients can connect to the data server 
and receive data formatted in OPC, web services, or OLE DB 
protocol. 

IV.  REVIEW OF ADDITIONAL UCSD  
MICROGRID OSCILLATIONS 

Several examples of oscillations inside the UCSD 
microgrid are shown in the figures in this section. Both 
frequency and angle are represented on the y axis, and time of 
day is represented on the x axis.  

Fig. 8 shows an oscillation that occurred on November 3, 
2012, that was likely due to a loss of generation, as indicated 
by the first swing in the negative direction. 
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Fig. 8. UCSD microgrid oscillation example from November 3, 2012 

As shown in Fig. 9, a significant oscillation in the UCSD 
microgrid occurred at about 10:23:10.5 p.m. on  
November 4, 2012. The frequency peak exceeded 60.12 Hz, 
and the duration of the oscillation lasted for more than  
3 seconds. Note that the first swing is upward and was 
probably caused by a sudden loss of load. The angle 
measurement responded accordingly, showing a sudden 
increase at the time of the first swing. Recall that the 
frequency is the rate of change of the angle, so the PMUs are 
reporting accurately. 
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Fig. 9. UCSD microgrid oscillation example from November 4, 2012 
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A third oscillation example (see Fig. 10) shows similar 
behavior occurring on November 5, 2012, at about 
2:42:56.8 a.m. This disturbance was also likely due to a load-
loss event. This oscillation was also about 3 seconds in 
duration.  

Fr
eq

ue
nc

y 
(H

z)

A
ng

le
 (d

eg
re

es
)

 

Fig. 10. UCSD microgrid oscillation example from November 5, 2012 

V.  NEXT STEPS 

With the results of the initial installation and data 
collection at UCSD, the CSSP at UCSD will be upgraded to 
include newer versions of hardware and software, which will 
increase system availability, performance, and the storage of 
more archiving data. As shown in Fig. 11, the CSSP will be 
installed in the main switching East Campus 69 kV 
Substation, which feeds the entire UCSD campus, and will be 
connected at the 12 kV and the 69 kV windings of the three 

transformers feeding the campus from San Diego Gas and 
Electric. Fig. 12 shows the complete UCSD microgrid CSSP 
enterprise system after full installation. 

Project 
Location

Voigt Drive

Campus Pt. 
Drive

Regents 
Road

Health 
Sciences 
Drive

Genesee 
Avenue

 

Fig. 11. East Campus 69 kV Substation map 

With angle separations and FFTs of the data, the CSSP will 
then be used to provide advanced warning of stress developing 
in the area power system, allowing UCSD microgrid operators 
to prepare for a potential island maneuver. 

 

Fig. 12. UCSD microgrid CSSP enterprise system
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VI.  CONCLUSION 

The CSSP configuration is a convenient high-availability 
architecture for substation installation and the monitoring of 
distribution systems. The data are reliable and accurate and are 
used to compute real-time FFTs and angle differences. 
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