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Selecting, Designing, and Installing Modern 
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Gary W. Scheer and David J. Dolezilek, Schweitzer Engineering Laboratories, Inc. 

Abstract—Equipment, software, and standards have advanced 
over the last seven years as suppliers, consultants, integrators, 
and electric utilities have gained experience using data networks 
in electric substations. Functionally, these networks provide op-
erational (SCADA) data, engineering and analysis access, and 
high-speed interdevice data exchange. This paper identifies the 
major functions of these networks and their components. We 
examine and compare serial and Ethernet architectures for an 
example substation using the following criteria: 

• Reliability 
• Cost of equipment and commissioning 
• Safety 
• Ease and cost to design, implement, maintain, and expand 
• Effective data transfer rates 
• Performance of high-speed control signals 

The paper describes the methods to analyze networks for dif-
ferent applications, while providing a qualitative and quantita-
tive comparison for the example station. 

I.  INTRODUCTION 
Electric utility engineers have discussed Ethernet networks 

in recent years and installed pilot or demonstration systems to 
evaluate their application for protection, monitoring, automa-
tion, and control. These early Ethernet systems provided 
needed insight into the state of the art; however, they did not 
consider the traditional acceptance criteria of cost, reliability, 
performance, and ongoing maintenance.  

IEC 60870-4, Telecontrol Equipment and Systems Part 4: 
Performance Requirements [1] is an international standard that 
applies to telecontrol equipment and digital communications. 
Since its publication, telecontrol and substation automation 
systems have migrated toward less centralized designs of net-
worked intelligent electronic devices (IEDs). However, the 
object of the standard excerpted below and the methods and 
tools expressed within it remain applicable today, and they are 
especially useful when comparing Ethernet to other communi-
cations designs.  

“This part [of IEC 60870] deals with those characteristics 
which affect the performance of telecontrol systems and re-
lates the characteristics to the application and processing 
functions. 

The object of this part is to establish a set of rules, which 
can be used to assess and specify the performance require-
ments of telecontrol systems. 

This paper uses many of the international standardized 
methods of performance comparison for substation equipment 
presented in [1] as well as other well-known industry refer-
ences. 

Ethernet networks provide benefits and shortcomings com-
pared to other approaches. It is essential to identify and meas-
ure these trade-offs to make credible, logical comparisons and 
decisions based on data. These trade-offs drive the selection of 
system features and benefits, the measures of success, and 
define areas for improvement. This paper compares several 
contemporary integrated communications topologies available 
to meet the instrumentation and control (I&C) demands of a 
typical substation. Multiple architectures are contrasted, in-
cluding popular serial and Ethernet substation local area net-
work (LAN) designs that support the most widely used IED 
protocols. In order to satisfy demands in the substation, as 
well as remote users and processors, systems include one or 
more devices acting as information processors. Information 
processors are required to provide some or all of the following 
features, depending on the specific system applications. 
1. Act as an upstream gateway to connect to SCADA and 

other enterprise applications. 
2. Perform channel diagnostics and visualize parameters for 

troubleshooting. 
3. Support multimedia connections of copper, fiber, and 

wireless serial and Ethernet connections. 
4. Perform protocol conversion between various different 

clients, servers, information processors, and IEDs. 
5. Concentrate data extracted from IEDs to filter out unnec-

essary data and to combine data from multiple IEDs into 
data sets. 

6. Support interleaved conversations so that eight or more 
necessary conversations don’t require eight or more 
physical connections. 

7. Segregate IEDs so that they receive and process only the 
information destined for them, thus freeing the IEDs from 
unnecessary communications processing. 

8. Prioritize important protection and automation messages 
to assure rapid, deterministic delivery. 

9. Store and forward all received message traffic to elimi-
nate message collisions and assure consistent delivery of 
data. 

This paper compares serial systems, in which all nine fea-
tures are built into one information processor, with Ethernet 
systems, which use two or more devices acting together to 
serve as the information processor. 

The paper also addresses connecting these systems to leg-
acy remote SCADA connections and local operator interfaces. 
These architectures are compared using the following criteria: 

• Reliability 
• Cost of equipment and commissioning 
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• Safety 
• Ease and cost to build communications networks and 

physically connect devices 
• Ease and cost to create configuration of devices and 

network components 
• Effective data transfer rates 
• Performance of high-speed control signals 
• Ease and cost of maintenance 
• Ease and cost of expansion 

We examine these alternatives for a substation with two 
line connections, two transformers, and four feeders.  

The reliability analysis draws on our earlier paper, “Com-
paring the Reliability of Ethernet Network Topologies in Sub-
station Control and Monitoring Networks” [2]. Since present-
ing this paper in 2000, IEEE and IEC standards have emerged 
to address the need for substation-hardened communications 
and networking devices, and new products, with previously 
unavailable features, are available to apply in substation net-
works. In particular, new Ethernet switches have evolved to 
not only support the interleaved conversations inherent in 
Ethernet, but also perform information processing tasks, in-
cluding the following: 

•  Segregation, defined in IEEE 802.1q. 
•  Prioritization, defined in IEEE 802.1p. 
•  Store and forward, similar to communications proces-

sors. 
•  Rugged construction, defined in IEEE 1613. 

II.  SERIAL NETWORK BACKGROUND AND COMPONENTS 

A.  Topology 
Substation integration engineers often implement systems 

built of distributed devices that, among other things, replace 
the functions of a remote terminal unit (RTU). They use serial 
data links to communicate with protective relays and other 
IEDs. They typically connect each serial device to a station 
information processor with a point-to-point serial link to 
achieve higher reliability and data throughput, easier applica-
tion of fiber optics, and lower cost than other serial network 
topologies [3]. These same network connections provide engi-
neering access for settings maintenance and to retrieve data 
for post-event analysis. The serial ports are intrinsic to the 
relays and do not have a separate MTBF calculation. 

Relay-to-relay communications are implemented using 
dedicated serial links performing IED-to-IED messaging, in-
dependent of the SCADA and engineering access network. 
The implementation of the Serial IED-to-IED messaging as a 
point-to-point protocol closely matches the implementation of 
several synchrophasor protocols. Synchrophasors are becom-
ing a very important consideration for future wide area protec-
tion and control strategies. The fact that the Serial IED-to-IED 
protocol and synchrophasor protocols are implemented as 
point-to-point connections will simplify installations that in-
clude both protocols. This functional similarity makes the im-
plementation, design, and troubleshooting of the combined 
protocols more compatible. 

B.  Information Processors 
An information processor collects data from all of the local 

devices, creates a substation database, and serves the data to 
all local and remote data consumers. Information processors 
need to meet the same specifications as other communications 
equipment in the substation. In serial networks, information 
processing is accomplished with communications processors 
or rugged computers with appropriate software. 

III.  ETHERNET BACKGROUND AND COMPONENTS 

A.  Network Representation  
Often, Ethernet networks are inaccurately but very simply 

depicted as a single line with intersecting short lines con-
nected to each device. This oversimplification is intended to 
illustrate the logic of connecting to the “ether” but has the 
effect of hiding from view very important and necessary de-
vices and connections. Modern Ethernet networks function 
adequately for substation automation only with the addition of 
many more components and connections than are visible in 
this abstraction. The designer must understand and document 
all Ethernet components, specialized configuration of these 
components, and interconnections to analyze system reliability 
and to design, procure, install, and maintain the network. 

B.  Media 
Most Ethernet networks employ either specialized twisted-

pair copper wiring or optical fiber. Standard designators iden-
tify the data rate and the medium compatible with an Ethernet 
port. 

A data-rate indicator commonly precedes the medium des-
ignation, indicating a rate of 10, 100, or 1000 megabits per 
second. For higher speed networks operating at 10 gigabits per 
second, the IEEE uses the designation “10GBASE.” 

Many older cable types were used in the past. At this time, 
the physical Ethernet networks that are most likely to be em-
ployed in substation networks are 100BASE-T and 100BASE-
FX, as shown in the first two lines of Table I. 

TABLE I 
ETHERNET MEDIA DESIGNATIONS 

Designator Data Rate Medium Defining 
Standard 

10/100BASE-T 
10 or 100 
Megabits 

per second 

Twisted pairs of 
copper cable CAT-5  IEEE 802.3u 

100BASE-FX  
100 

Megabits 
per second 

Fiber-optic cable at 
1300 nm wavelength IEEE 802.3u 

1000BASE-T 1 Gigabit 
per second 

Twisted pairs of 
copper cable CAT-5, 

CAT5e, or CAT-6 
IEEE 802.3ab 

1000BASE-SX 1 Gigabit 
per second 

Multimode fiber-
optic cable at 850 
nm wavelength 

IEEE 802.3z 

1000BASE-LX 1 Gigabit 
per second 

Single-mode fiber-
optic cable at 1270–
1355 nm wavelength 

IEEE 802.3z 
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Engineers often select fiber-optic cable for substation 
monitoring and control system communications because it has 
the following features and capabilities:  

• Isolates equipment from hazardous and damaging 
ground potential rise. 

• Is immune to radio frequency interference and other 
electromagnetic interference. 

• Eliminates data errors caused by communications 
ground-loop problems. 

• Allows longer signal paths than copper connections. 
Copper connections are sometimes selected for locations 

where the items above do not apply. This is because generally 
copper costs less than fiber, the equipment connected by cop-
per costs less than equipment connected by fiber, and fewer 
special tools and skills are required to terminate copper. 

C.  Ethernet Hubs 
A hub is a relatively simple multiport device that rebroad-

casts all data that it receives on each port to all remaining 
ports. It operates at the Physical layer of the OSI network 
model, so it does not use any of the data to determine routing 
actions [4]. Hubs are not recommended for electric substation 
applications and are not generally applied. This is because 
switches use the bandwidth more effectively, and switches 
block broadcast data storms. The Ethernet phenomenon 
“broadcast data storm” occurs if an Ethernet network interface 
fails and continuously broadcasts messages, corrupting com-
munications with any recipient of the data. Switches and 
routers can prevent a broadcast data storm from influencing 
communications on other segments of the network, but no 
data can be retrieved from the failed segments. Shared hubs 
pass on the broadcast data storm and impact other connected 
segments. Presently, the only recommended use for a hub is 
within conformance testing of IEDs where test cases require 
that no network device modify or influence the device under 
test or the network traffic. 

D.  Ethernet Switches 
A switch is an intelligent multiplexing device that monitors 
the data received on one port to determine its disposition. A 
switch operates at the Data Link layer of the OSI network 
model. If a data packet is incomplete or indecipherable, the 
switch ignores it and does not rebroadcast it. If a data packet is 
intact, the switch rebroadcasts it to another port, based on the 
addressing data included in the packet and the addresses asso-
ciated with each port of the switch. As mentioned previously, 
Ethernet switches now must be configured in concert with 
other information processors, they must exhibit rugged con-
struction, and they must specifically perform the following 
four tasks. 
1. Interleaved conversations 
2. Message and IED segregation 
3. Message prioritization 
4. Message store and forward 

E.  Media Converters 
Individual IEDs may have copper Ethernet ports, but the 

station network might use optical fiber. A media converter 
connects portions of the network that use different media.  

F.  Routers 
A router is an intelligent multiplexing device used to con-

nect two networks together. It can be a complex device with 
many features. It operates at the Network layer of the OSI 
network model. A router is programmed to ignore intraseg-
ment traffic and to route intersegment traffic to the appropriate 
destination segment. Commercial Ethernet routers have an 
average MTBF of 9.5 years.  

G.  IED Ethernet Interfaces 
An IED Ethernet interface is an intelligent device that con-

nects an IED to an Ethernet network. Each device that is con-
nected to the Ethernet must have an Ethernet interface that 
includes transceiver technology to match the network speed 
and medium. IED Ethernet interfaces generally fall into two 
categories: board level and port level. Board-level interfaces 
connect to the IED messaging through a special-purpose 
board-level connection. Port-level interfaces connect to gen-
eral-purpose messaging connections and, in some cases, con-
vert from a different medium to Ethernet. 

H.  Information Processor 
In Ethernet networks, the information processing is gener-

ally accomplished with a rugged computer and one or more 
Ethernet switches. As part of its purpose, an information proc-
essor collects data, acting as a client of these data, from all of 
the local devices and creates a substation database. Once cre-
ated, a server function serves these data from the database to 
other applications within the information processor or remote 
from it. Often, a local human-machine interface graphics 
package uses data from this database. Though less flexible, 
some specially developed applications directly connect client 
and server functionality without a database in between. Client 
and server functions operate at the Application layer of the 
OSI model. Information processors need to meet the same 
specifications as other communications equipment in the sub-
station, so generally they are implemented with computers that 
are specifically designed to meet these requirements.  

IV.  DEVICE UNAVAILABILITY AND FAULT TREE SUMMARY 
An explanation of device unavailability and fault tree con-

struction is included in [3]. Reference [5] is a handbook cover-
ing these subjects. At a summary level, fault trees predict sys-
tem unavailability by providing the following time measure-
ments: 

• MTTR: the mean time to detect and repair a failure; 48 
hours for the devices in these examples. 

• MTTF: the mean time to fail. 
• MTBF: the mean time between failures, defined as the 

sum of MTTR and MTTF. For the devices discussed 
in this paper, MTTF is much larger than MTTR, so we 
approximate MTBF as equal to MTTF. 
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Unavailability is the probability that a device will be un-
available to perform the functions vital to system operation 
and is the ratio of MTTR to MTBF. 

Table II shows the average MTBF and unavailability for 
relevant instrumentation, control, and networking devices. 
Several commercial-grade devices are shown for comparison, 
but substation-grade devices are used in the examples. Un-
availabilities are calculated from the MTBF and MTTR, as 
shown in (1). 

Data from a manufacturer’s experience show an MTBF of 
335 years for a communications processor designed for a sub-
station environment. Assuming 48 hours to detect and repair a 
failure (MTTR), the unavailability “q” is: 

 
6

6
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day/hours24year/days365years335
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−

−
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⎞
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⋅⋅
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The MTBF values in Table II are based on averaged data 
from one or more manufacturers of specific products in each 
category. When evaluating actual systems, use the MTBF of 
the actual components proposed for each alternative. 

TABLE II 
APPROXIMATE COMPONENT UNAVAILABILITIES 

Component MTBF 
(years) 

Unavailability 
(multiply by 10-6) 

Substation-Grade IED Ethernet 
Interface 1320 4 

Substation-Grade Fiber-Optic 
Transceiver 600 9 

Substation-Grade Communications 
Processor (used as an information 

processor) 
335 16 

Substation-Grade Protective Relay IED 
Hardware 150 37 

Substation-Grade Ethernet Switch With 
Dual Power Supply  106 52 

Substation-Grade Ethernet Switch 57 96 

Substation-Grade Computer (used as an 
information processor)  50 110 

Substation-Grade Ethernet Router 40 137 

Commercial Ethernet Router With Dual 
Power Supply 35 156 

Industrial PC (used as an information 
processor)  14 391 

Commercial Ethernet Switch 11.5 477 

Commercial Media Converter  11.5 391 

Commercial Ethernet Router  9.5 577 

Commercial PC (used as an information 
processor) 4 1370 

Note: The most reliable components have the smallest unavailability 
numbers. 

V.  EXAMPLE COMPARISONS FOR INSTRUMENTATION AND 
CONTROL 

A.  Functional Requirements  
The functional requirements for the example I&C system 

are as follows: 
• Use the protective relays for the I/O interface to the 

station equipment. 
• Provide operational data and control for a SCADA 

system acting in lieu of an RTU. 
• Implement relay-to-relay communication for backup 

bus protection. 
• Facilitate engineering access to retrieve timetagged 

oscillographic event reports and sequential event re-
cords and maintain relay settings. 

B.  Example Station Description 
Consider a substation with two line connections, two trans-

formers, a high-side and a low-side bus, and four feeders, as 
shown in the one-line diagram of Fig. 1. 

 

Fig. 1. Example Station One-Line Diagram 

The protection for each transmission line is a dual-primary 
scheme, using a distance operating principle for Main 1 and 
line-current differential protection for Main 2. The relay usage 
is summarized in Table III. 

TABLE III 
PROTECTIVE RELAYS 

Relay Quantity  

Transmission line distance protection 2 

Transmission line-current differential protection 2 

Transformer protection  2 

Bus protection  2 

Feeder protection 4 

Total 12 

The availability analyses focus on the differences between 
the systems. References [3] and [6] describe additional items 
that impact overall instrumentation and control availability. 
Specifically in this paper, we do not include the impacts of the 
station battery, instrument transformers, communications ca-
ble failures, backhoe operators digging through cables, or 
WAN failures because they represent comparable risks in all 
of the alternatives. 
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C.  Serial Star Network 
A block diagram of a star network is shown in Fig. 2. A se-

rial communications link (solid lines) connects each relay to 
the communications processor. For the relay-to-relay backup 
scheme, serial links (dotted lines) connect the relays. An 
Ethernet connection (dashed line) connects to the SCADA 
system via a WAN. 

Communications Processor
as Information Processor

12 Relays

To WAN

Router

Serial Comm. Link

Serial Link

Ethernet Connection  

Fig. 2. Serial Star Network Block Diagram 

When you know the unavailability for each component of a 
system, fault trees are useful to predict the overall system un-
availability [3]. Use OR gates to sum the unavailabilities when 
failure of any of the devices causes a system failure, and use 
AND gates to calculate the product of unavailabilities when 
all of the failures must occur for the system to fail. The fault 
tree shown in Fig. 3 depicts the system unavailability analysis. 
The top event of the tree indicates that the computed unavail-
ability is the probability that an operator accessing the substa-
tion systems would not be able to retrieve all of the data, 
would be prevented from control, or an engineer would not be 
able to access a relay to retrieve data or maintain settings. 

Note:  Multiply all 
unavailabilities by 10-6

Unavailability SCADA or 
Engineering Access Functions

438

Router Comm. 
Proc.

Ethernet 
Interface

Relays 

137 16 412 x 37

596

 

Fig. 3. Serial Star Network Fault Tree 

A failure of the communications processor, Ethernet inter-
face, router, or any relay will cause the top event. The sum-
med unavailability is 596 • 10-6. 1–(596 • 10-6) is the system 
availability or 99.9404%. 

If a substation-grade computer is used in the star network 
instead of a communications processor, then subtract the un-
availability of the communications processor and its Ethernet 
interface and add the unavailability of the rugged computer, 

yielding a summed unavailability of 685 • 10-6. The availabil-
ity is 1–(685 • 10-6) or 99.9315%. 

For the relay-to-relay protection links, only six relays are 
involved. The summed unavailability is 219 • 10-6. The avail-
ability is 1–(219 • 10-6), or 99.9781%. 

D.  Switched Ethernet LAN 
A block diagram for an Ethernet substation LAN is shown 

in Fig. 4. 

Switch

12 Relays

To WAN

Router
Rugged Computer as 
Information Processor

Ethernet Connection  

Fig. 4. Switched LAN Block Diagram 

The fault tree shown in Fig. 5 depicts the system unavail-
ability analysis. The top event of the tree indicates that the 
computed unavailability is the probability that an operator 
accessing the substation systems would not be able to retrieve 
all of the data, would be prevented from control, or an engi-
neer would not be able to access a relay to retrieve data or 
maintain settings. 

Note:  Multiply all 
unavailabilities by 10-6

Unavailability SCADA or 
Engineering Access Functions

438

Router Rugged 
Computer

SwitchRelays 

137 110 5712 x 37

596

Ethernet 
Interface
12 x 4

49

 

Fig. 5. Switched LAN Fault Tree Diagram 

A failure of the router, rugged computer, switch, or any re-
lay or Ethernet interface will cause the top event. The summed 
unavailability is 831 • 10-6. 1–(831 • 10-6) is the system avail-
ability or 99.9169%. 

The biggest contributor to failures in the switch used in the 
example is the power supply. If a dual power-supply switch is 
used, with an unavailability of 106 • 10-6 instead of 57 • 10-6, 
the overall summed unavailability is 814 • 10-6. The availabil-
ity is 1–(814 • 10-6) or 99.9186%. 

For the relay-to-relay protection links, the switch, six re-
lays, and six Ethernet interfaces are involved. The summed 
unavailability is 340 • 10-6. The availability is 1–(340 • 10-6) 
or 99.9660%. 

E.  Availability Comparison 
Table IV summarizes the availabilities of four system ar-

chitectures for two top events. The predicted annual hours out 
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of service is the unavailability multiplied by the number of 
hours in a year. 

TABLE IV 
COMPARATIVE SYSTEM AVAILABILITY  

Alternative Availability % Predicted Annual 
Hours Out of Service 

SCADA and Engineering Access for 12 Relays  
Serial Star Network: 

Comm. Processor 99.9404 5.2 

Serial Star Network: 
Rugged Computer 99.9315  6.0 

Ethernet LAN With 
Dual Power Switch 99.9214 6.9 

Switched Ethernet 
LAN 99.9169 7.3 

Relay-to-Relay Communications for 6 Relays  
Serial Point-to-Point 99.9781 1.9 

Switched Ethernet 
LAN 99.9660  3.0 

F.  Cost Comparison 
The first row of Table V summarizes the approximate costs 

of the components and software for three network types.  
The labor and travel costs to repair failures in ten years of 

operation are shown in the second row. Because equipment 
repair or replacement is required on failure of any device re-
gardless of redundancy, the top event of, “Any Equipment 
Fails,” yields a fault tree with a single OR gate with all equip-
ment unavailabilities as its inputs. Statistically, the repair cost 
is most useful when considering a population of ten or more 
stations because a single system will not experience a frac-
tional number of failures.  

The third row shows the approximate protocol mapping 
and integration costs. The serial star network integration costs 
are based on using the native protocols of the relays for the 
connection to the communications processor or rugged com-
puter and relay-to-relay communications, plus DNP3 
LAN/WAN for the SCADA link. The switched Ethernet LAN 
is based on using IEC 61850 for communication with the re-
lays and IEC 61850 GOOSE messages for relay-to-relay 
communication. The labor hour estimates were provided by 
integration engineers who have delivered similar systems of 
each type, using a per hour rate of $110. 

TABLE V 
COST COMPARISON OF VARIOUS SYSTEMS 

 
Serial Star 

With Comm. 
Processor 

Serial Star 
With Rugged 

Computer 

Switched 
Ethernet 

LAN 
Initial Equipment 74,000 76,000 104,000 

Ten-Year Repair 1,380 1,380 1,990 

Protocol 
Mapping/Integration 4,400 7,700 35,200 

Note: All costs are shown in U.S. dollars. 

G.  IED-to-IED Communications Comparison 
The serial networks use dedicated links for relay-to-relay 

communication via an IED-to-IED protocol within the station. 

This Serial IED-to-IED protocol rapidly exchanges redundant 
data payloads between the IEDs constantly and, in doing so, 
also calculates channel availability and alarms for problems. 
The switched LAN system in this example uses IEC 61850 
GOOSE messages.  

    1)  Speed of Logic-to-Logic Status Transfer Between IEDs  
The IEC 61850 standard defines speed criteria that cannot 

be easily measured. Therefore, it is not presently feasible to 
test and verify the transmit time performance classes as de-
scribed in the standard. Instead, it is possible to easily measure 
the transfer time, which includes the transmit time plus the 
time to process and timestamp the transmitted data. This trans-
fer time is what network designers are actually concerned 
about because it represents the performance of communica-
tions in actual use. Data element state changes are timestam-
ped and logged as sequential events records (SER). In IEDs 
with clocks synchronized to the same time reference and that 
create accurate timestamps, SER are used to calculate transfer 
time, which includes transmit time plus processing time in the 
receiving IED. Therefore, communications designs were com-
pared on their ability to transfer information to a peer and 
have that peer process it. This was detected by creating an 
SER1 in IED1 when the state change occurs and the associ-
ated message is sent to another IED, IED2. IED2 creates 
SER2 once it receives and processes the state change, inverts 
it, creates SER3, and then sends a new message to IED1, 
which creates SER4 when it sees the state change. The differ-
ence between SER1 and SER2 in IEDs with synchronized 
clocks represents the transmission and processing time of one 
message, as does the difference between SER3 and SER4. 

At 38,400 bps, the average time difference between status 
transfers, SER2–SER1 and SER4–SER3, for the Serial IED-
to-IED protocol is consistently between 3 and 4 ms. The time 
difference for GOOSE is 4 ms. Subtracting the receiving IED 
processing time from these transfer time measures reveals a 
transmit time for both protocols that meets even the most 
stringent performance class. However, keep in mind that this 
testing demonstrates a single-vendor implementation of 
GOOSE that is satisfactory. Other vendor device perform-
ances will vary based on hardware and software implementa-
tion and have been observed to not meet the performance 
classes. 

    2)  Dependability of Status Message Transfer Between IEDs  
The Serial IED-to-IED protocol messages are checked sev-

eral ways to ensure data reliability. Messages are constantly 
broadcast between IEDs that then acknowledge delivery, 
check message security, and check each byte of the received 
messages for parity, framing, and overrun errors. If any of the 
protocol security checks fail, the start and end times of the 
disruption are recorded; the difference is calculated as the dis-
ruption duration, which triggers a threshold alarm. The dura-
tion is set based on the existing communications system per-
formance to avoid nuisance alarms. The Serial IED-to-IED 
channel unavailability is the ratio of the amount of time the 
channel is unavailable to pass messages (determined as the 
sum of all disruption durations) to the total recording interval 
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time. This is calculated by dividing the aggregate of all outage 
durations by the total time span for a recording period and is 
presented as ppm unavailability. 

The Ethernet-based IEC 61850 protocol does not currently 
include methods to automatically detect GOOSE delivery fail-
ures or include GOOSE communications performance and 
availability calculations. This is because messages with new 
data are transmitted by exception and, when no data are 
changing, messages with stale data are transmitted at an infre-
quent rate to support “heartbeat” or “watchdog” alarm detec-
tion. Due to the potential importance of each GOOSE message 
and the possibility of delay or incomplete transmission inher-
ent in Ethernet networks, the IEC 61850 standard requires that 
each IED send multiple repetitive GOOSE messages in fast 
succession to increase the likelihood of message delivery.  

The GOOSE protocol is presently designed without a mes-
sage receipt acknowledgment mechanism; therefore, GOOSE 
message channels cannot be monitored for availability or de-
pendability. Each successive GOOSE message is given a se-
quence number and a time-to-live value to aid receiving IEDs 
in message processing. The time-to-live value is compared to 
the time duration difference since the message was created. If 
the duration difference is larger than the time-to-live value, the 
sending IED considers the message “old.” The receiving IED 
can choose to use this indication as a validity check before it 
acts on data in the received message. 

Although the GOOSE protocol does not provide message 
receipt acknowledgment, custom logic available in IEDs from 
some vendors can be used to accomplish this function. By 
configuring the IEDs to repeatedly and cyclically send 
GOOSE messages and monitor the receipt of each message, 
the IED logic can calculate channel performance [7]. 

Complete verification of correct operation of the GOOSE 
messages on the Ethernet network requires diagnostics in the 
IEDs. Testing for this paper as well as years of experience in 
commissioning Ethernet systems demonstrate that it is essen-
tial that the IEDs provide diagnostics to complement analysis 
available via network analyzers. The necessary IED status and 
messaging status information should be available directly 
from the in-service IED. Listed below is status information 
that proved essential in the IEDs tested for this paper. 

• Message received out of sequence 
• IED configuration revision mismatch detected 
• IED not yet commissioned 
• IED in test mode 
• Message is corrupted 
• Message time to live has expired 
• Host disabled/not responding 

    3)  Complexity of Status Message Transfer Method Between 
IEDs—Message Processing [8] 

The Serial IED-to-IED protocol was designed specifically 
for point-to-point data exchange between power system IEDs. 
The designers combined their skills in the art of protecting and 
automating power systems with their knowledge of the pa-
rameters of IED development to create a very concise and 
streamlined process. This process is detailed as follows: 

          a)  Transmit Serial IED-to-IED Message 
1. Detect change in relay logic intended for trans-

mission. 
2. Update new message with data. 
3. Encode message. 
4. Transmit message. 

The quantity of lines of code (LOC) required to perform a 
function represents the complexity of the development, test-
ing, and maintenance of the process. The total LOC required 
to transmit a Serial IED-to-IED message, Steps 2–4, is 356. 
          b)  Receive Serial IED-to-IED Message 

1. Receive message. 
2. Validate message. 
3. Decode message. 
4. Transfer contents to host logic. 
5. Detect resultant change in relay logic. 

The total LOC required to receive a Serial IED-to-IED 
message, Steps 1–4, is 360. 

GOOSE messages were designed to serve many purposes 
on an Ethernet network based on the constraints of Ethernet 
interface hardware and network equipment. This process is 
detailed as follows: 
          c)  Transmit GOOSE Message 

1. Detect and forward change in relay logic in-
tended for transmission via GOOSE. 

2. Detect this forwarded change in GOOSE inter-
face. 

3. Store new value for changed item. 
4. Queue payload for use in GOOSE. 
5. Determine changed data and update GOOSE. 
6. Determine changed qualities and update 

GOOSE. 
7. Update GOOSE message with date and time-

stamp. 
8. Decompose message data to primitive types. 
9. Encode contents using abstract syntax notation 

(ASN.1). 
10. Encode GOOSE message. 
11. Send GOOSE message. 
12. Manage Ethernet transmit buffers. 

The total LOC required to transmit a GOOSE message, 
Steps 2–12, is 4430. 
          d)  Receive GOOSE Message 

1. Manage Ethernet receive buffers. 
2. Receive Ethernet frame. 
3. Identify that content of Ethernet frame is a 

GOOSE message. 
4. Push GOOSE message to queue. 
5. Retrieve GOOSE message descriptor. 
6. Decode GOOSE message. 
7. Validate GOOSE message global quality. 
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8. Extract data from GOOSE message. 
9. Validate GOOSE content quality. 
10. Release decoded GOOSE data and Ethernet 

frame. 
11. Update the GOOSE time-to-live timers. 
12. Transfer GOOSE contents to host. 
13. Transfer bit to host logic. 
14. Detect change in relay logic received via 

GOOSE. 
The total LOC required to transmit a GOOSE message, 

Steps 1–13, is 3590. 

    4)  Complexity of Status Message Transfer Method Between 
IEDs—Message Size 

Another measure of complexity is the size in bytes of the 
total message string necessary to move data between IEDs. It 
should be apparent that the message security, described previ-
ously, is useful only to minimize the risk of an IED accepting 
a corrupted message. However, in point-to-point applications, 
the more important, and often overlooked, measure is depend-
ability, knowing that the correct data and message will get 
through when necessary. Message overhead complexity, as a 
result of message flexibility and message size, is inversely 
proportional to the ability to send and parse an uncorrupted 
peer-to-peer message.  

The Serial IED-to-IED message, due to its concise design 
and transfer, is four bytes in length. GOOSE messages vary in 
size based on their flexible payload. However, a GOOSE mes-
sage requires roughly 200 bytes to transfer a single Remedial 
Action Scheme (RAS) bit, which is 50 times larger than a Se-
rial IED-to-IED message. It is, therefore, more susceptible to 
message corruption as a result of communications channel 
errors. The repetitive delivery of both message types can alle-
viate this concern. The GOOSE message transfers a payload 
of approximately 150 bits, compared to 8 bits for a Serial 
IED-to-IED message. If you use 3 bits for each GOOSE bit to 
increase the GOOSE message dependability, the GOOSE 
message has an effective payload of 50 bits. 

    5)  Complexity of Status Message Transfer Method Between 
IEDs—Configuration Effort 

Still another measure of complexity is the quantity of set-
tings required to configure the exchange of a status bit be-
tween two peer IEDs. The Serial IED-to-IED messaging was 
designed to exchange bits of information between IEDs as 
soon as the protocol is enabled in the IED. Therefore, after 
four simple settings in two IEDs, the IEDs exchange two sets 
of eight bits over two channels. Reliability and channel moni-
toring alarms and statistics will be calculated automatically.  

GOOSE requires a minimum of fourteen settings in each of 
the two IEDs to begin sending a single bit from one IED to the 
other. More settings are required if the payload is larger than 
one bit. Twenty-eight settings are required to exchange a bit 
pair (i.e., one bit from IED1 to IED2 and a different bit from 
IED2 back to IED1). Then additional logic settings must be 
created to simulate the automatic reliability and channel moni-
toring alarms and statistics of the Serial IED-to-IED protocol. 

Though configuration software may automatically set some 
of the twenty-eight settings, they are each required in order to 
exchange bits. This represents a much more complex configu-
ration with more opportunity for error and, therefore, more 
complex troubleshooting. 

TABLE VI 
SYSTEM COMPARISON OF IED-TO-IED COMMUNICATIONS 

 Serial Point-
to-Point 

Switched Ethernet 
LAN 

Availability 99.9781% 99.9660% 

Configuration Effort/Device 4 Settings 28 Settings 

Control Transfer Speed 3–4 ms 4 ms  

Channel Monitoring Built-in Via custom logic 
settings 

Message Payload Repetition Built-in Custom Logic 

Complexity Reflected as 
Required Lines of Code 

(LOC) 
726 LOC 8,020 LOC  

Complexity Reflected as 
Message Size for 1 Peer-to-

Peer Status Bit 
4 Bytes 200 Bytes 

Effective Payload 8 Bits 
50 Bits  

(using 3 GOOSE bits 
per payload bit) 

    6)  System Cryptography Analysis 
Cryptographic features necessary to provide cybersecurity 

of the protocols associated with cyberassets include confiden-
tiality, message integrity, and connection authentication. 

As described previously, the Serial IED-to-IED protocol is 
easily communicated over an assortment of communications 
systems. Due to the concise messaging and the fact that the 
physical and logical connections are true point-to-point, cryp-
tography is very easily added to this protocol. Bump-in-the-
wire cryptography devices quickly and inexpensively add con-
fidentiality (via encryption) and connection authentication (via 
key exchange) to the messages without impacting the 
throughput time performance of the RAS protocol messages 
[9]. Integrity of the messages is assured by the physical point-
to-point nature of the connections and the payload redundancy 
designed into the protocol. 

GOOSE, as with all protocols within the IEC 61850 stan-
dard, does not have security features. A separate standard, IEC 
62351, is now under development to create security methods 
to add to networks using this and other protocols. Therefore, 
Ethernet security methods are the only tools available to add 
cryptography to GOOSE traffic. The method available today 
is to segregate traffic and allow only authorized endpoints to 
connect to the network. The switches used are capable of 
grouping subsets of their ports into virtual broadcast domains 
isolated from each other. These domains are commonly 
known as virtual LANs (VLANs). 

The VLAN concept is akin to other concepts in the net-
working world where traffic is identified by the use of a tag or 
label. Identification is crucial for switches to isolate ports and 
properly forward the traffic received. Lack of identification is 
sometimes a cause of insecurity and needs to be avoided [9]. 
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It is essential, therefore, that network designers choose and 
correctly implement switches that support VLAN tagging for 
performance as well as security.  

Using VLAN, GOOSE traffic authentication is provided if 
no other endpoints are successfully connected to the virtual 
network. If this is true and if a packet’s VLAN identification 
cannot be altered after transmission from its source and is con-
sistently preserved from end to end, then VLAN-based au-
thentication is no less reliable than physical security. VLAN 
does not provide confidentiality of the messages or integrity of 
the contents. 

Also, recommended best practice dictates that two remote 
LANs not be directly connected to one another over an un-
trusted link. However, GOOSE messages cannot be routed 
over a WAN. A secure method for sending GOOSE messages 
between substations is passing them over a private network 
between the stations. 

VI.  CONCLUSIONS 
As expected, between the years 2000 and 2007, advance-

ments have improved the feasibility of applying Ethernet net-
works in electrical substations. 
1. Standards organizations and manufacturers have re-

sponded to the need for substation-grade networking 
components that withstand the harsh electrical conditions 
of substations and exhibit much higher reliability than 
commercial and most industrial components. 

2. For the example substation and network alternatives ex-
amined in this paper, star serial networks continue to be 
more reliable than Ethernet networks, but the reliability 
gap between the two approaches is smaller now than it 
was in 2000. When using an Ethernet network for mis-
sion-critical SCADA or protection, it is worth the small 
incremental cost of a higher-reliability switch that in-
cludes dual power supplies. 

3. Even with advancements in computer-aided engineering 
tools, integrating an IEC 61850-based system still re-
quires significantly more labor than other approaches.  

4. More and more electric utilities, integrators, and manufac-
turers are using or providing IEC 61850 systems and 
products, and this will continue to drive improvements in 
integration tools. These tools need to advance for the in-
dustry to realize the promise of IEC 61850, which is to 
reduce the effort to integrate devices from many suppli-
ers. 

5. For relay-to-relay communications, direct communica-
tions external to a LAN are more reliable than GOOSE 
over a LAN, are less complex, and depend on far fewer 
settings. Performance measures of transfer speed indicate 
that in operation, either approach performs sufficiently.  

6. This paper provides an example evaluation using general-
ized or averaged values for MTBF and costs, for a spe-
cific four-feeder substation. Choose top events for the 
fault trees that yield the unavailability of the system to 
accomplish a well-defined task or group of tasks. For 
other specific applications, use the actual MTBF data and 

costs for the components under consideration, and follow 
a similar process to evaluate the actual alternatives. 

7. Practice to date has demonstrated that it is essential that 
the IEDs provide diagnostics to complement analysis 
available via network analyzers. The necessary IED status 
and messaging status information should be available di-
rectly from the in-service IED. 

8. The implementation of the Serial IED-to-IED messaging 
as a point-to-point protocol closely matches the imple-
mentation of several synchrophasor protocols. Synchro-
phasors are becoming a very important consideration for 
future wide area protection and control strategies. The 
fact that the Serial IED-to-IED protocol and synchro-
phasor protocols are implemented as point-to-point con-
nections, instead of broadcast, will simplify installations 
that include both protocols. This functional similarity 
makes the implementation, design, and troubleshooting of 
the combined protocols more compatible. 
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