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Abstract—Solutions based on digital secondary systems (DSS) 
distribute protection and control functions across multiple devices 
that exchange protection signal information via communication 
networks. In such systems, effective monitoring plays a prominent 
role, since when properly designed, it provides complete visibility 
into operational statuses and guides troubleshooting of diagnostic 
alarms. Yet, DSS designs recurrently prioritize the practice of 
network redundancy, relegating the monitoring capabilities to the 
background. Effective monitoring of a DSS-based protection 
system includes both physical interfaces and application services. 
Operational data associated with physical interfaces consist of 
behavioral metrics such as operating temperatures, receive and 
transmit power, activity counters, and link status. Application 
services metrics include real-time machine-to-machine 
communications and data flow characteristics, time-
synchronization status and accuracy, and status of logical 
redundant paths and links. It is essential that all these data are 
available in DSS devices and can be collected by a communications 
monitoring system with the use of standardized data models and 
communication protocols. 

This paper presents a comprehensive monitoring solution for a 
DSS-based protection system, operational in a 138 kV substation. 
It explores the concepts of redundancy and repair, highlighting the 
challenges created by misconceptions around them, as well as the 
benefits when they are properly considered. Further, it details the 
data points necessary for implementing an effective solution, with 
the end goal to increase the reliability of a DSS. 

I. INTRODUCTION 
Reliability comprises one of the essential facets of an energy 

protection and control system and consists in the assurance that 
it will perform correctly [1]. Protection and control systems 
supervise, protect, and control the primary system that, in turn, 
consists of equipment that generates, transmits, transforms, 
distributes, and consumes electric power. The transition of 
protection and control systems into digital secondary systems 
(DSSs), also known as digital substation solutions, brings new 
challenges with regard to the operational and maintenance 
standpoints as applications are now distributed across multiple 
components, which exchanges protection- and control-related 
information through a local communication network. In this 
approach, it is necessary to ensure that all devices and the local 
communication network are operational and ready to perform 
their intended functions when requested by the protection 
system. For textual simplicity, this paper refers to the terms of 
DSS-based protection and control systems or digital substation 
solutions simply as DSS. 

Devices in a DSS include protective relays, merging units, 
Ethernet switches, and time reference clocks. Time reference 
clocks are often referred to as GNSS clocks, since they 
commonly use the reference signals transmitted by the global 
navigation satellite system (GNSS). Each DSS device performs 
specific functions in the scope of the protection and control 
system, interacting through general-purpose and purpose-built, 
time-critical application services. The time-critical services 
handle the transfer of metering, protection, and control signals 
among relays and between relays and merging units, as well as 
time distribution from GNSS clocks. Failures of any critical 
device or service requires prompt detection and alarm to enable 
corrective actions to maintain the reliability of the system. 

The international standard IEC 61508 provides guidance for 
the use of electrical, electronic, and programmable electronic 
devices in protection and safety systems [2]. It labels failures 
that adversely affect a protection or safety system as dangerous, 
and those that are monitored and create alarms as dangerous 
detectable failures. The standard also shows the improvement 
to availability and system safety provided by automatic fault 
detection and self-alarm implementations within a device. 
Failures that jeopardize the safety of equipment or people, but 
are not monitored, are labeled dangerous undetectable and 
remain as hidden failures within the system. 

Appropriately designed devices that are part of a DSS 
calculate, measure, and report an extensive set of monitoring 
data. While they can be individually accessed, these data gain 
more meaning and value when collected in a central monitoring 
system that can provide system-level visibility. In this context, 
a comprehensive monitoring solution that collects and displays 
information from all participant devices of a DSS becomes a 
crucial component within the systems. This solution enables 
monitoring the performance of each component over time and 
facilitates troubleshooting during system contingencies. Much 
the same way that DSS devices perform a self-test, this DSS 
monitor essentially performs system-wide self-test, alarm, and 
automated corrective action. 

Such a monitoring system is especially important in 
redundant applications. Due to a misunderstanding in the 
relation between duplication, redundancy, and monitoring, DSS 
designs overly prioritize the redundant aspects, treating 
monitoring capabilities as a secondary function. Meanwhile, 
studies of reliability distributions show that redundancy is only 
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effective if the components are constantly supervised, making 
redundancy a costly and ineffective design choice when applied 
alone. The misunderstanding around these concepts can lead to 
design choices where DSS-based applications remain unaware 
of degraded operating conditions. Redundancy can hide failures 
of unmonitored components, resulting in an inaccurate sense of 
availability. IEC TR 61850-90-12 [3] addresses this concern in 
item 5.10.5, stating that monitoring is necessary for both 
components of a redundant scheme. 

This paper describes a comprehensive monitoring solution 
applied to a DSS for a 138 kV substation. It provides a detailed 
description of all the monitoring points related to the operation 
of devices and services. Further, it explores the concepts of 
redundancy and monitoring, illustrating how they are 
thoughtfully considered in the monitoring solution to ensure 
reliability. It presents examples of monitoring screens that 
display all the relevant information described for both devices 
and services. The primary purpose is to raise awareness about 
the importance of comprehensive monitoring within devices 
and, more importantly, the importance of a monitoring system, 
providing a practical reference for implementation. 

II. STATION BUS AND PROCESS BUS AS PER IEC 61850 
The IEC 61850 series establishes the data model and a set of 

communication protocols that, combined, allow the integration 
and interoperability of IEDs involved in the protection and 
control of power systems. The standard specifies the basic 
requirements for communications networks within a substation, 
dividing it in two segments [4]: the station bus and the process 
bus. 

The station bus provides connectivity between protection, 
control, and metering IEDs, that under the standard’s definition 
constitute the Bay Level. The deployment of a station bus 
involves two concepts: 

1. Replace the SCADA interface of Remote Terminal 
Units and associated field wiring by engineering 
access and SCADA communications directly to the 
relay and controllers using layer 3 network 
addressable Ethernet methods. 

2. Replace the conventional hardwiring between IEDs in 
a control house, used to transfer protection and control 
signals among devices, with a communications 
network that typically carries both layer 2 multicast 
and layer 3 Ethernet traffic. 

Layer 2 traffic comprises time-critical applications, such as 
the transfer of trip or block signals. For these applications, the 
standard defines GOOSE [5] as the digital message transport 
mechanism. The multicast component of the Precision Time 
Protocol (PTP) [6] is another example of layer 2 application 
carried over the station bus and performs the distribution of 
time-synchronization signals among the connected devices. 

In turn, layer 3 traffic applies to connection-oriented, non-
time-critical applications, such as the exchange of control and 
supervision information between a SCADA system and Bay 
Level devices. For such applications, the IEC 61850 series 
defines the MMS protocol [5]. MMS uses TCP to monitor 

message delivery and request republication of undelivered 
Ethernet packets. 

Station bus also carries protocols that are outside the scope 
of IEC 61850 series, such as the SNMP [8], DNP3 [7], and 
other protocols unrelated to supervisory applications. 
Engineering workstations and databases for event report are 
also connected to the station bus to provide settings 
management and centralize the collection of event reports. The 
top part of Fig. 1 shows the station bus along with the 
associated devices and commonly used protocols. 

The lower portion of Fig. 1 shows the process bus with the 
commonly associated devices and services. The process bus 
provides connectivity between the Bay Level and the Process 
Level with the use of IEDs known as merging units (MUs). 
MUs are strategically installed close to the primary equipment 
and provide a means for the protection and control IEDs to 
interact with the electrical system. They are responsible for 
digitizing analog signals from potential transformers and 
current transformers into a stream of messages representing 
currents and voltages according to the definitions of the 
Sampled Values (SV) protocol. 

 

Fig. 1. Architecture of substation automation system, as per IEC 61850. 

MUs can also digitize status information from circuit 
breakers, disconnect switches, power transformers, and other 
primary equipment and publish it as IEC 61850 GOOSE 
messages or convert GOOSE messages into electrical signals. 
Other MUs perform local protection and automation logic and 
are referred to as intelligent MUs (IMUs). 

When required, the process bus also carries layer 2 PTP 
messages, ensuring that Process Level and Bay Level devices 
operate in the same time reference. Since the connectionless 
messages of GOOSE, SV, and PTP are published to unknown 
subscribers and receive no acknowledgement, the applications 
at source and destination need to monitor communications 
closely and adapt to the risk of undelivered messages. Because 
of the time-critical nature of these protocols, process bus 
presents stricter requirements for quality of service compared 
to station bus. Consequently, the monitoring requirements and 
mechanisms differ between the two network segments. 
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III. FUNDAMENTALS OF RELIABILITY 
Before the start of deployment efforts for a comprehensive 

monitoring system, it is necessary to have a clear understanding 
of the concepts of redundancy and availability and how they 
relate with the overall reliability of a DSS. This understanding 
allows system designs to identify gap areas and even avoid 
worrying scenarios created by the improper use of redundancy. 

A. Redundancy Principles 
Redundancy is defined as the existence of more than one 

means for performing a given function [9]. It is a technique that 
increases the availability of a system by allowing it to withstand 
component failures. Designs of DSS can follow two distinct 
redundancy principles [3]: the standby redundancy and the 
workby redundancy, also called active redundancy. Several 
terminologies designate the redundant components of a 
protection and control system. Examples are the terms primary, 
dual primary, alternate, backup, Main 1 and Main 2, among 
others. 

In standby redundancy, the backup unit remains inactive and 
begins operation upon detection of a failure in the primary. The 
activation of the backup unit can be automatic based on self-
detected or manual failures. Non-critical sectors in the electrical 
grid often apply this type of redundancy, where the primary and 
backup units share the same model and the same configuration 
to streamline design and the replacement process when one of 
the units fails. 

Standby redundancy is not restricted to physical units, 
though. In network communications, it consists in rerouting 
traffic to an alternate path when a primary link or switch fails. 
The spanning tree algorithm (STA) based on the Rapid 
Spanning Tree Protocol (RSTP) [12] presents an example of the 
standby redundancy in this context. Standby redundancy then 
relates to recovery rather than duplication mechanisms. 

In turn, active redundancy consists in all components being 
continuously active and inserted into a system. Critical sectors 
of the power system can use the concept of active redundancy 
in duplication of components to eliminate downtime. Remedial 
action schemes (RAS) that control large geographic regions of 
interconnecting transmission, generation, and loads can 
combine the concept of active redundancy with security 
mechanisms and triplicate components, implementing a voting 
two-out-of-three scheme to issue control operations [13]. These 
design options relate to the concept of a monitoring system as 
the effectiveness of increasing components is directly related to 
the ability to monitor the performance over time, as discussed 
in the next sections. 

In the context of network communications, the principle of 
active redundancy translates into duplication of messages and 
deployment of individual communication paths, in concurrent 
operation to deliver the duplicates to a destination device. The 
Parallel Redundancy Protocol (PRP) [14] is an example of a 
design that uses this principle. In a PRP system, the end devices 
are connected to two independent LANs, LAN A and LAN B. 
The end device handles the duplicates by forwarding the first 
received message to the application level while dropping the 
respective message of the pair received at a later instant. In 
doing so, PRP networks provide zero recovery time for single 
failures, contributing to the availability of critical applications, 
such as the transport of SV messages in a process bus. 

It should be noted that RSTP and PRP can coexist in the 
same network design, even though they follow different 
redundancy principles. DSS often combines them in leveraging 
their unique characteristics. In this combination, PRP provides 
“bumpless” message delivery to applications for message loss 
due to single failures in a communications network. In turn, 
RSTP manages the redundant links in each LAN A and LAN B. 
This paper focuses the analysis on redundant network schemes 
based on the application of PRP protocol, since the impacts of 
PRP and its interplay with monitoring capacity must be 
thoroughly understood to grant not just network availability but 
also to increase the reliability of a system. 

B. Availability During System Events 
The setup in Fig. 2 can be used to demonstrate how network 

redundancy contributes to increase the availability of DSS. The 
setup uses a hardware-in-the-loop test that generates power 
system faults and interfaces with link break devices in order to 
time the instant of power system events with induced network 
failures. 

 

Fig. 2. Validation setup for network redundancy in a DSS protection system. 
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Fig. 3 shows the event report generated from the simulation. 
Fault inception occurs at 18:04:42.183, followed by a link break 
in the interface with LAN A 7 milliseconds later. The relay 
promptly detects the network event and deasserts binary 
variable LINK5A, correctly indicating that the failure is present 
in that LAN. The network event does not affect operation of the 
SV-based, communications-assisted protection system, and the 
relay correctly trips via Zone 1 phase distance element based on 
SV data received on the remaining interface. In sequence, the 
relay enters the autoreclose logic, and, during the open-interval 
timing, the test equipment reestablishes the link with LAN A 
and breaks the link with LAN B. Lastly, when the open-interval 
timer expires, the relay issues the reclose command, followed 
by the test equipment restoring the link with LAN B. 

The event report shows a specific scenario in which the 
instant of a disturbance in the power system coincides with 
consecutive failures in a process bus. This is a valid possibility, 
considering that transients in the electrical grid can distress 
components of the protection system and drive them to failure. 
In this context, Fig. 3 shows how network communications use 
the principle of active redundancy to preserve the services 
required by DSS under high-demanding scenarios. The event 
report shows that the protection application is available during 
the entire event, since the redundant networks keep the 
continuous delivery of SV messages to the subscriber relay, 
even when experiencing consecutive communications failures. 

From another standpoint, however, the same redundancy 
renders the protection application unaware of failures in the 

communications network. Even though the binary variables 
LINK5A and LINK5B provide valuable information about the 
relay’s link statuses, they expectedly do not cover all possible 
scenarios of network failures. For instance, if a non-adjacent 
switch or link fails, it would not interfere with the link statuses 
in the relay and the binary variables would remain asserted. The 
event report shows the binary variables with the primary intent 
to identify the instant when the network failure begins, rather 
than to elaborate on a simplistic monitoring solution based only 
on the information from these two variables. 

To better understand the concerns, suppose that in the event 
report from Fig. 3 the link break device does not reestablish one 
of the broken paths, characterizing a permanent failure. For 
subsequent failures, the network would degrade the system to a 
non-redundant one that relies on singular rather than duplicate 
messages. 

In most cases, redundant network schemes transferring 
duplicate messages tolerate a single failure. However, DSS 
designs can make the wrong assumptions regarding what to 
expect when the system reaches the degraded operation. Due to 
a misunderstanding about the concepts of redundancy and the 
extension of its coverage, designs treat the absence of alarms as 
an expected behavior and use it as a validation of the system, 
when in reality this is a confirmation that it is hiding failures in 
plain sight [15]. Adding to this challenge, redundancy protocols 
implement supervision mechanisms that are not as effective as 
the handling of duplicates, which is the main purpose that they 
were designed for. 

 

Fig. 3. Protection availability for process bus failure in a PRP network. 
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C. Reliability, Redundancy, and Repair 
Reliability is a probabilistic measure that declines over time 

as the aging of components increases their likelihood of failure. 
The theory of reliability engineering defines equations that 
yield different reliability distributions, such as the Exponential 
[10] and the Weibull [11] distributions. Fig. 4 shows a 
reliability distributions graph adapted from IEC TR 61850-90-
12 [3] covering three types of systems. The dashed blue line 
presents the reliability from a non-redundant system (one-out-
of-one or 1oo1), the dotted yellow line presents the reliability 
of redundant but unrepaired system (one-out-of-two or 1oo2, 
no repair), while the solid orange line presents the reliability 
from a redundant and repaired system (1oo2, with repair). 
Reliability distributions represent time in multiples of the mean 
time to failure (MTTF), which is the reciprocal of the failure 
rate λ.  

Rather to analyze the individual shapes from each curve, we 
focus on a comparative analysis. The dotted yellow line shows 
that the increase in reliability granted by a redundant but 
unrepaired system is only significant during the initial stages of 
its lifespan. After this period, its reliability begins to diminish. 
To illustrate, when MTTF equals 1, the reliability presented by 
the redundant but unrepaired system is only 1.5 times greater 
than the one of a non-redundant system, even though it involves 
twice as much equipment. The reliability difference between 
the dashed blue and dotted yellow lines gets smaller further in 
time, to a point where there is minor difference if the system is 
redundant or not. Fig. 4 shows that a redundant but unrepaired 
system is an ineffective design that, over time, tends to behave 
just as a non-redundant one. 

 

Fig. 4. Reliability over time for three types of systems. 

In contrast, the solid orange line in Fig. 4 exhibits stable 
behavior, with reliability values near the ideal during the entire 
time. This is expected since repair mechanisms allow systems 
to revert to a state close to initial condition. From a comparison 
between the three lines, Fig. 4 shows that redundancy is only 
effective when combined with repair, which in turn is 
intrinsically related to monitoring capabilities. Additional 
information that could also be part of the graph is a line 
representing a single system with monitoring and repair (1oo1 
with repair), which would be between the dotted yellow (1oo2, 
no repair) and the solid orange (1oo2 with repair), illustrating 
that it has superior reliability. 

Despite the significance of using redundancy in combination 
with monitoring solutions, the design of a DSS can place a 
disproportional emphasis on redundancy at the expense of 
monitoring. This approach is due to the capacity of readily 
validating redundant schemes, causing failures in different 
parts of the communications network and verifying the absence 
of alarms. As stated above, the lack of alarms is an indication 
that the duplicates operate correctly, but also that the system is 
oblivious to its failures. In fact, one cannot state that the focus 
is on availability, because availability implies that a component 
is ready to operate when it is requested to. But since there is no 
visibility, it is impossible to ascertain whether it is available or 
not. 

Reliability, on the other hand, is a more complete metric to 
evaluate a system, considering not just the capacity to withstand 
localized failures, but also how components perform over time. 
Reliability is a result of the design choices, which in the case of 
DSS, must combine redundancy and monitoring in the right 
proportions. 

IV. MONITORING AT THE APPLICATION LEVEL 
Section III demonstrates the implications of improper 

monitoring in redundant systems with the example of a link 
failure. While the example offers a straightforward explanation, 
DSS can experience numerous types of failures beyond the 
physical layer. For example, consider a subscriber relay 
sporadically receiving corrupted or out-of-sequence SV 
messages on one of the LANs from a PRP network. It can be a 
result of a problem in the publishing MU or in the process bus 
network. Irrespective of the root source, the redundancy 
protocol would keep discarding the SV streams from the faulty 
LAN and the system would not generate any alarm so that the 
error could be repaired. 

Redundancy protocols can provide some level of network 
monitoring. The PRP protocol defines the supervision frames, 
layer 2 messages that each participating device publishes to 
advertise itself in the network. If the subscribing device does 
not receive a supervision frame withing a time-out interval, it 
declares a communication failure to its pair. This functionality, 
however, should not be used as the sole monitoring mechanism 
for a communications network, especially on process bus 
applications. The limitation relates to the supervision interval. 
While a PRP device publishes supervision frames in the range 
of seconds, SV messages occur in the microsecond range, and 
GOOSE messages occur in the range of milliseconds for event 
messages that generate fast publications. The PRP supervision 
frames then provide a snapshot of the network operation only 
in a given instant and would not flag problems in the proposed 
example of transient failures in an SV stream. The supervision 
frames are messages that are not used by the protection 
applications and so only prove that those frames passed through 
the network to the subscriber. 

To provide better coverage for critical protocol applications, 
it is necessary to implement the monitoring mechanism at the 
application layer, creating dedicated monitoring for each LAN. 
The implementation in the SV subscriber relay from the event 
report in Fig. 3 applies this solution, monitoring the SV stream 
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from LAN A with binary variable PRPASOK and SV stream 
from LAN B with PRPBSOK. The overall SV supervision that 
considers messages from either of the two LANs is present in 
the binary variable SVS1OK, where 1 refers to the first SV 
subscription. Similarly, the relay’s implementation enables 
individual monitoring for GOOSE messages, indicating the 
status of the GOOSE application in LAN A with binary variable 
PRPAGOK and from LAN B with PRPBGOK. 

Focusing the analysis on the SV protocol, the digital section 
in the event report from Fig. 3 shows that PRPASOK and 
PRPBSOK deassert when the respective LINK5A and LINK5B 
deassert. In contrast, the overall supervision SVS1OK remains 
asserted during the entire event. Supervision frames from PRP 
would not flag it, neither would the overall supervision for 
application-level protocols. Redundancy protocols such as PRP 
certainly can bring more resilience to a communications 
network, but the design should employ them in a way that does 
not hide intermittent failures for operational and maintenance 
teams. 

In addition to the binary indications specific for each LAN, 
individual monitoring allows the generation of statistical data 
to evaluate the performance of an application over time. Further 
sections detail the specifics for different protocols. Based on 
both binary indications and statistical data, a properly designed 
monitoring system should be capable of answering the 
following questions: 

1. Are messages arriving on both networks? 
2. Is the availability of both networks being monitored? 
3. Is the performance of both networks measured and 

qualified? 
4. Are statistical data from both networks being stored? 

V. CONCEPT OF THE MONITORING SYSTEM 
A complete monitoring system collects information from all 

participating devices involved in the protection and control 
functions. In DSS, this encompasses protective relays, bay 
controllers, MUs, gateways, Ethernet switches, and GNSS 
clocks. It can also include equipment from WANs when they 
transport critical services such as line current differential (ANSI 
87L) or the IEEE C37.118 synchrophasors protocol. This paper 
focuses on the devices involved in protection and control 
schemes confined to one substation, excluding the monitoring 
data and the integration with WAN equipment such as routers 
and multiplexers. Still, the solution can extend to include these 
devices when applicable, as they implement similar protocols 
as the ones verified in DSS devices. 

Fig. 5 shows the conceptual idea of the monitoring system. 
Protection and control devices usually implement a variety of 
protocols that allow the integration with a monitoring platform, 
such as the MMS, DNP3, and SNMP. This paper focuses on the 
development of the monitoring system on the MMS and SNMP 
protocols. It describes the organizational data model from 
which these protocols gather a set of standardized information, 
highlighting applicable additional information available 
through the use of protocol extensions defined in the standards. 
The intent is to provide an interoperable solution subset that, at 

the same time, does not constrain the application when there is 
monitoring data that has not yet been standardized. 

 

Fig. 5. Concept of the monitoring platform. 

The devices and system monitor physical signals as well as 
application services. Physical signals include operating 
temperatures, link status alarms, and port activity counters. 
Application services include real-time machine-to-machine 
communications, time synchronization, and logical redundant 
links. With such data actively collected and stored, the 
monitoring platform provides real-time indication of alarms, 
logs, and historical data, as well as operational statistics, 
allowing not only the determination of the operating condition 
of the system in a specific instant but also its behavior over 
time. 

The use of MMS as the client-server protocol to collect 
monitoring information from devices in the DSS leverages 
models associated with SV and GOOSE protocols used for 
protection and control functions, as the IEC 61850 suite of 
protocols share the same data object-oriented database and data 
model. The MMS protocol is essential to configure and monitor 
both protective relays and MUs using IEC 61850 methods. In 
turn, the SNMP protocol is commonly used for monitoring 
communications and timekeeping devices, such as GNSS 
clocks and Ethernet switches. 

Whenever possible, the monitoring platform should rely on 
information provided by end devices, given that they are the 
direct participants in the protection and control system and the 
subscribers of the critical control services. They are the most 
reliable sources, providing not only protocol information, but 
also the result of interactions with their internal algorithms. 
Comparatively, the approach of mirroring messages in Ethernet 
switches and forwarding them to a protocol analyzer is 
restricted for the monitoring of network traffic, which is not 
sufficient for a complete monitoring application. Besides, due 
to possible component failures, there is no guarantee that the 
traffic received in the protocol analyzer is the same as what is 
delivered and processed on an end device. 

Once the integration between the monitoring platform and 
all the DSS devices is completed, the next task is to present the 
information through human-machine interface screens in an 
intelligible way, organizing the large volume of data in a way 
that enables operation and maintenance teams to easily identify 
adverse conditions and to promptly respond with targeted 
actions to correct them. Section IX describes examples of such 
screens. 
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VI. INTEGRATING PROCESS DEVICES TO STATION BUS 
While Section V shows logical connections from the process 

bus devices into the station bus, there is typically a requirement 
to physically segregate the networks. This segregation ensures 
that traffic from one network does not degrade performance 
from the other, which is especially useful in preventing the 
high-bandwidth traffic of multicast SV messages from process 
bus interference in the applications running on station bus. In 
this context, the monitoring platform that is connected to the 
station bus needs to have access to devices connected to both 
networks. This section discusses the design options available in 
providing such access. 

A. MUs With Dedicated Interfaces 
In the case when the implementation of process bus devices 

supports independent interfaces for each network segment, it is 
possible to connect the respective interface directly to the 
station bus, as shown in Fig. 6. This concept brings simplicity 
and the physical and visual segregation of the two networks is 
convenient for operational and maintenance teams. In addition 
to the monitoring capacity, it allows process bus devices to 
support other services present in the station bus, such as 
engineering access, retrieval of event reports, and integration 
with SCADA system. Fig. 6 shows the MMS protocol between 
the dedicated interfaces of the MUs and the connection to the 
station bus to provide these services. Besides the reporting, the 
protocol also supports file transfer capabilities. 

 

Fig. 6. Concept of the monitoring platform. 

As considerations for this option, the immediate impact 
relates to the increase in fiber and network connections. While 
cables with multiple fiber strands contribute to mitigate the 
increase in fiber optics costs, the duplication of endpoints can 
increase the number of switches in the station bus. Additionally, 
process bus devices that do not implement a dedicated interface 
to station bus, such as process bus switches, present obstacles 
for the integration with the monitoring system. 

B. MUs With Merged Interfaces 
Two other options are available when the devices connected 

to the process bus can combine traffic from the two networks in 
a single communication interface or when the implementation 
only supports a single Ethernet interface. Fig. 6 depicts these 
options, identifying them as dashed lines to convey the idea that 
they are two independent design choices. 

In one option, the monitoring platform accesses the process 
bus through a controlled connection between the two networks. 
The intermediate device implements filtering capabilities in a 
way that allows only monitoring, management traffic, and other 
intended services to pass through. IEC TR 61850-90-4 [16] 
describes layer 3 Ethernet routers for this task. Switches based 
on the concept of software-defined networking developed for 
operational technology environments (OT SDN) are also used 
in this application, with the advantage of implementing 
enhanced filtering capabilities [17]. 

This option allows reach through access from the station bus 
towards any process bus device, including MUs and Ethernet 
switches. It also reduces the number of connection endpoints, 
alleviating the need for additional fiber-optic cables and station 
bus switches. Such reductions in the number of connections and 
devices should be weighed against the need for additional 
equipment in the system and the possible challenges for 
maintenance and operational teams resulted from merging the 
network traffics in the same interface. 

The second option in this scenario consists of establishing a 
direct link between the monitoring platform and the process 
bus. In doing so, it eliminates the need of an intermediate 
device, reduces the count of connection endpoints and fiber-
optic cables, and keeps station bus traffic isolated from the 
process bus. 

VII. IEC 61850 MONITORING DATA 
IEC 61850 employs specific data structures called logical 

nodes (LNs) to model devices and functions within the power 
system. In turn, the LNs are composed of a set of data objects 
(DOs). Fig. 7, adapted from IEC TR 61850-90-4, shows the 
implementation of the IEC 61850 data model in an IED with a 
5-port Ethernet interface. In the figure, Ports 1 and 2 are 
dedicated to process bus, Ports 3 and 4 are dedicated to station 
bus, and Port 5 is dedicated to engineering access. If so desired, 
upon configuration, the interfaces can operate with process bus 
and station bus traffic merged in Ports 1 and 2, supporting 
integration options described in Section VI , when it is applied 
to MUs. 
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Fig. 7. Organization of the IEC 61850 data model in an IED. 

It should be noted that while IEC 61850-7-4 [18] defines the 
LN classes and the associated mandatory and optional data 
objects, it allows the implementation of additional points as 
extension data objects as well as additional LNs based on the 
methods defined in the standard. Several data objects 
mentioned in the next sections are extensions to the standard’s 
specific LN definitions, as well as innovative LNs such as 
ETHGGIO and PRPGGIO illustrated in Fig. 7. The following 
subsections provide a general description for each LN listed in 
Fig. 7. For the complete list of DOs they implement, refer to the 
monitoring screens examples in Section IX. 

A. Physical Link 
In the lower part of Fig. 7, LN ETHGGIO maps the physical 

link data from each of the communication interfaces, providing 
information about network traffic and the operation of small 
form-factor pluggable (SFP) modules connected to them. For 
instance, this LN maps binary data of link status, the activity of 
each port (whether it is in operation or in standby). It also maps 
analog data in the form of counters for number of received and 
transmitted packets, receive and transmit optical power (in 
dBm) for SFPs, and their operating temperature (in °C). This 
information is useful to troubleshoot communications failures, 
as when changes due to weather or accumulation of dust 
weakens fiber-optic signals in an interface. LN ETHGGIO also 
models a data object to reset statistics, useful during momentary 
assessments or after troubleshooting. 

To map this type of data, LN ETHGGIO uses the generic IO 
(GGIO) class with a descriptive prefix to convey that it is 
related to the Ethernet interfaces. IEC 61850-7-4 defines the LN 
class LPCP to map a subset of this information. The GGIO class 
provides support to interoperable use of the LNs and is essential 
when used with the intent to uniquely and completely name and 
model data to be interoperable, while standards task work on 
the development of specific LNs. 

B. Channel Link 
LCCH is the next class of LN shown in Fig. 7. This LN 

models physical communication channels. It is different from 
LN ETHGGIO because it is not bound to a specific interface. 
The organization model from Fig. 7 uses one instance of the LN 
for each channel: PBLCCH models the process bus, SBLCCH 
models the station bus, and EALCCH models the engineering 
access channel. Its data objects contain information about the 
status of primary and backup channels, statistical data about the 
number of received and transmitted frames per channel, and 
their respective error rates.  

Being one of the first LNs in the organization model from 
Fig. 7 to supervise logical data, it is well suited to monitor the 
individual applications of critical protocols. Hence, this LN 
implements specific data objects to supervise GOOSE and SV 
protocols operating in duplication in a PRP network. In this 
way, it provides complete visibility for the applications on each 
LAN and, alongside the application-level monitoring described 
in Section IV, prevents redundancy from hiding failures in the 
system. 

C. GOOSE and SV Subscriptions 
Higher in the organization model from Fig. 7 are the LNs 

related to application functions, such as GOOSE and SV 
subscriptions. For each subscribed GOOSE message there is an 
LN LGOS with information about subscription status, specific 
field values from incoming messages, expected values based on 
device configuration, and statistical data. The LN also contains 
error codes in the form of enumerated data that convey 
information about mismatching values in configured revision 
numbers, corrupted, out-of-sequence, or missed messages. 

Similarly, for each subscribed SV message there is an LSVS 
LN. The two LNs have common data objects, resulting from the 
similarities between the protocols they map. LN LSVS 
implements specific data objects for the SV protocol, 
encompassing the synchronization state of a MU, the number 
of interpolated messages, enumerations regarding decoding 
errors, mismatched time references between streams, and 
excessive delays, among others. Similarly to the subscriptions, 
one could collect data related to the publication of GOOSE and 
SV messages, displaying the characteristics of the publications. 

The detailed monitoring points from these two LNs assist in 
directing troubleshooting analysis and, as previously described, 
the statistical data generated for each subscription enables 
monitoring of their applications. At the same time, these LNs 
are unaware whether the received messages are unique or 
duplicates because the duplicates are discarded before the 
messages reach the applications. Supervision of each individual 
network is not within the scope LN LGOS and LN LSVS, 
necessitating a combination with other data for a complete 
analysis when in a redundant scheme. 

Specifically, for PRP designs, the LN PRPGGIO indicates 
the status of the SV and GOOSE protocols on each LAN. These 
points are not part of the channel link supervision modeled in 
LN LCCH because a redundant channel link can support other 
types of redundancy, such as the standby redundancy with the 
STA/RSTP or failover implementation [19]. In this way, 
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problems in GOOSE and SV protocols in a PRP network are 
first flagged by status indications from LN PRPGGIO, with LN 
LCCH being involved in the further analysis for detailed 
information of each communication channel. 

D. Time Synchronization 
The monitoring of time synchronization involves two LNs, 

namely LN LTMS and LN LTIM. The first supervises the 
quality of synchronization by reporting a master clock’s 
attributes, mapping information regarding its accuracy, 
identity, protocol used, and whether it is locked to a global time 
reference or operating in a holdover state. Beyond modeling 
specific information about a master clock, LN LTMS assists the 
correlation of system-wide events, since it is common for time 
synchronization to affect multiple devices, especially in a DSS 
[20]. 

Meanwhile, LN LTIM is used for monitoring time settings 
in an IED. For instance, this LN informs the current settings for 
UTC offset and for daylight saving time. Although the MMS 
protocol does not apply compensation factors in reporting 
timestamps, the information from LN LTIM is still valuable to 
ensure an IED is applying them to local functions, such as in 
timestamping Sequence of Events and Event Reports. 

E. Battery Bank 
The capacity to monitor the performance of the station dc 

voltage from a battery bank is also crucial for the purposes of a 
monitoring system, since the most demanding scenario for a 
battery bank happens during a fault in the power system. 
Protective relays and MUs can monitor the dc voltage levels 
and generate alarms when the measured values fall outside 
preconfigured limits. 

The measurement and alarms regarding the performance of 
the battery bank are mapped to LN ZBAT. This LN conveys 
metering data for the station dc voltage and alarms for operating 
values within warnings or failure zones. It can also map 
information about ac ripple levels to supervise charging cycles 
and alarm indications for complete or partial ground faults 
when the battery system is centered around the chassis ground. 

F. Physical Device 
All the LNs described above reside within an IED, which is 

monitored through the LN LPHD. This LN maps information 
about an IED’s operating state (whether it is enabled or 
disabled), hardware and firmware versions, serial number, and 
internal temperature. 

Although the common LN LLN0 does not directly relate to 
physical data, IEC 61850 literature frequently cites it alongside 
LN LPHD, since both reside in the upper level of the hierarchy 
of LNs. This LN monitors and controls the mode of operation 
of LNs. As an example, LN LLN0 includes DOs that represent 
the control authority of a device, its simulation state, its 
operation mode (on, test, blocked, test/blocked, and off), and 
when those DOs are changed. 

VIII. SPECIFIC FEATURES FOR MUS 
Among all the devices in a DSS, the MUs, or relays in the 

yard, operate under the most challenging conditions. Placed in 

the substation yard, devices experience significant variations of 
temperature, humidity, and other environmental factors. To 
illustrate the scenario, Fig. 8 shows the internal temperature 
changes for a 24-hour period measured by two different IEDs 
in a substation in the Southeast region of Brazil. The solid 
orange line corresponds to the temperature measurements taken 
by a relay installed in the substation yard (representative of an 
IMU), while the dashed blue line corresponds to the 
measurements taken by a protective relay installed in the 
control house. 

 

Fig. 8. Temperature variations for a relay and an MU. 

Fig. 8 shows small temperature changes for the relay, stable 
at approximately 45°C. This is expected since it is installed a 
conditioned environment. The IED installed in the substation 
yard, however, experiences significant changes, with the solid 
orange line reaching the minimum of 38°C and, a few hours 
later, the maximum of 60°C. The changes in temperature justify 
the importance of thoroughly monitoring MUs. Fig. 8 reiterates 
the relevance of a robust, proven, and mature-MU hardware 
design, maintaining operation through decades while 
withstanding high-demanding environmental conditions. 

The monitoring capability is one of the essential features for 
MUs when they are part of a DSS. Yet, MUs involved in non-
critical applications might not require the same level of 
implementation. Considering this scenario, the IEC 61869-9 
standard defines four conformance classes for MUs. The 
conformance classes are as follows [21]: 

• Class A: the minimal set of services necessary to 
transmit MU data using SVs. 

• Class B: includes Class A capabilities plus the 
minimal set of services necessary to support GOOSE 
messages. 

• Class C: includes Class B capabilities plus the support 
for IEC 61850 series’ information model self-
descriptive capabilities. 

• Class D: Includes Class C capabilities plus services for 
file transfer and either one or more of unbuffered and 
buffered reporting. 

According to the definitions, a device that simply converts 
analog data and publishes it in the form of SV streams classifies 
as a Class A MU. However, this class lacks the necessary 
services for integration with a monitoring system. The same 
holds true for Classes B and C. Class B implements GOOSE in 
addition to SV, which is a protection and control service rather 
than a supervision protocol. Meanwhile, Class C implements 
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the IEC 61850 data model on top of the capabilities from 
Class B, which helps in the exchange of descriptive messages 
but is not sufficient for integration. 

Though a Class C MU may include local monitoring DOs, 
only a Class D MU implements the necessary features for the 
integration with the monitoring system, combining features of 
all other MU classes with the implementation of buffered or 
unbuffered reports. In addition, Class D MUs implement file 
transfer services, allowing for read and write operations used in 
settings management and in the retrieval of event reports. 

IX. MONITORING SCREENS 
This section presents illustrative examples of how screens in 

a monitoring platform can be configured to display the 
collected data points mentioned above. While it is impractical 
to cover all possible operational and troubleshooting scenarios, 
the examples provide the fundamental concept of arranging 
relatively large volumes of data in a way that enables intuitive 
operation and facilitates the identification of alarming 
conditions. 

A. Physical Device 
Fig. 9 shows the monitoring screen related to the physical 

and operational data of a protective relay, with all parameters 
related to the physical data and IEC 61850 operation modes in 

normal conditions. On the other hand, the example indicates an 
alarm based on the station dc voltage from one of the redundant 
battery banks. The reduced value of for the dc measurement is 
below the low-fail threshold limit, configured to 80 percent of 
the 125 Vdc nominal operating voltage. In this example, the 
battery system is centered around chassis ground and the 
alarming condition is caused by the positive terminal partially 
shorted to the chassis ground. In this condition, the system also 
asserts the ground fault alarm. 

B. GOOSE and SV Matrices 
In addition to the monitoring of individual devices, it is 

possible to display the status of the critical communications 
between them in the form of matrices. Fig. 10 shows an 
example of a GOOSE matrix for a DSS composed of MUs and 
different types of protective relays. In the example, each device 
publishes one GOOSE message destined for protection and 
another for control functions. The matrix shows the status of 
each subscription and provides a visual and comprehensive 
indication of the operating conditions of the system. In the 
example, the transformer Relay 04 indicates a failed 
subscription to the protection GOOSE messages published by 
MU 05. The same concept of monitoring screen applies to other 
multicast services, such as the exchange of SV messages 
between MUs and subscriber relays. 

 
Fig. 9. Device monitoring screen. 

 
Fig. 10. GOOSE matrix monitoring screen. 
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C. GOOSE Subscription 
From the GOOSE matrix example, the monitoring platform 

can be configured to direct the user to a screen with further 
details for the specific subscription. Fig. 11 shows an example 
of a GOOSE subscription screen considering the scenario 
mentioned above. The data show a failed reception status with 

an error code of corrupted message, which is an indication that 
the content inside the data set of the received GOOSE messages 
does not meet the subscriber’s configuration. While the failed 
condition persists, the statistics of cumulative and maximum 
continuous inactive time keep increasing and can be cleared 
once the problem is solved. 

 
Fig. 11. GOOSE subscription screen. 

 
Fig. 12. Process bus monitoring screen. 
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D. Process Bus and Station Bus 
Fig. 12 shows the process bus screen for Relay 01, also listed 

among the devices from the GOOSE matrix. The relay is 
operating a PRP mode, with a failed connection in the interface 
with LAN B. In the PRP statistics, there are alarms for the status 
of the LAN B (in the figure referred to as redundant channel), 
as well as highlighted counters indicating abnormal values for 
missed GOOSE and SV messages in the redundant channel. It 
is essential to comprehend that this degraded scenario does not 
generate any alarms in the GOOSE matrix from Fig. 10. As 
previously discussed, the duplication method ensures the 
continuous delivery of GOOSE messages through LAN A but 
inhibits the application from recognizing failures in the 
communications network. Because of this, it is recommended 
to implement one GOOSE and one SV matrix for each LAN of 
a PRP network, or to use different colors to provide indications 
of independent failures in the same matrix. In this scenario, the 

individual monitoring of each protocol with LN PRPGGIO 
allows the identification of the existing failure and the complete 
visibility sought after by the monitoring system. 

E. Time Synchronization 
Fig. 13 depicts the time-synchronization data related to the 

quality of the master clock and to the time management for a 
MU. All data points show normal operating condition, with the 
device synchronized with a time accuracy greater than 
1 microsecond and traceable to the GPS time source. The last 
data point for LN LTMS provides an analog indication of the 
quality of the time synchronization by quantifying the interval 
between two consecutives synchronization messages. In the 
figure, the value of 999.9998 milliseconds between two 
consecutive pulses translates into a variation of 
200 nanoseconds, which is within the high-accuracy limit of 
1 microsecond reported. 

 
Fig. 13. Time-synchronization monitoring screen. 

 

Fig. 14. GNSS clock monitoring screen. 
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F. GNSS Clocks 
Fig. 14 depicts the monitoring screen for a GNSS clock 

distributing time as a PTP master in the scenario when it loses 
satellite references and enters the holdover operation. In this 
state, the generation of time-synchronization pulses gradually 
deviates from the absolute time reference, with the drift rate 
dependent on the quality of the internal oscillator. The figure 
shows alarms for the absence of visible satellites and, 
consequently, the lack of a satellite lock. It maintains the 
remaining indications in a normal state as they are still within 
operational requirements for a DSS-based application where 
the GNSS clock participates. The normal status for the antenna 
indicates that the hardware receiver is healthy, and the loss of 
satellite lock is likely due to external factors. 

G. Ethernet Switches 
Lastly, Fig. 15 shows the monitoring screen for Ethernet 

switches, containing information about the operative state and 
the percentage of bandwidth utilization for each port. The 
information about the percentage utilization can help in 
identifying communication problems like the existence of 
unmanaged network loops that can quickly escalate to affect 
large portions of the network. The screen in Fig. 15 shows the 
monitoring points for an SDN switch, which can manage 
network loops efficiently from a centralized configuration tool. 
In the case of traditional Ethernet switches, the screen can also 
display information about STA/RSTP’s operative state for each 
port, whether it operates in discarding, learning, or forwarding 
mechanisms. 

X. CONCLUSION 
In the past, protective and control devices were considered 

silent sentinels of the power system. Modern devices in a DSS 
provide important information about the performance and 
status of a network, and consequently, about the protection 
scheme, even when there are no disturbances in the power 
system. By collecting their information, monitoring solutions 
can provide system-level visibility, becoming an essential 
component of a DSS.  

Choosing from the great amount of available data and 
methods to collect such information can be a challenging task. 
The solution described in this paper serves as a reference in this 
effort with contributions based on a monitoring platform for a 
DSS. It shows the monitoring information on a per-device level, 
describes how the information is modeled, and which protocols 
are used to collect them. It further describes how system 
diagnostics can help troubleshooting contingencies on a DSS. 

Monitoring solutions also play a crucial role in the context 
of redundant schemes. In the absence of monitoring, failures in 
unmonitored components remain hidden, creating an inaccurate 
perception of availability that might only be uncovered when a 
second failure affects the application, or when the protection 
and control system is called to the action and it fails, making 
the redundancy ineffective. Conversely, monitoring each 
component of a redundant scheme enables prompt repair or, at 
least, enabling remedial actions while waiting for the proper fix, 
significantly increasing the reliability levels of the protection 
and control system, and, consequently, of the power system. 

 

 

Fig. 15. Ethernet switch monitoring screen. 
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