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Abstract—In the mid-1990s, Kumm, Schweitzer, and Hou 
proposed an approach to assess and evaluate the effectiveness of 
self-testing in microprocessor-based relays [1]. In that paper, the 
authors used actual field data and statistical modeling to help relay 
users establish guidelines for determining testing intervals, and 
they introduced a system-based approach to testing. This system-
based approach, which includes performing comprehensive 
commissioning, detecting alarms, monitoring communications 
and analogs, evaluating event data, and carrying out periodic 
maintenance is described in [2]. System-based testing has become 
an industry standard [3] for protective relay systems and for 
establishing periodic maintenance intervals.  

In this paper, we revisit and update the original paper [1], using 
field data and expanding the system model to consider improved 
mean time between failures (MTBF), variances in hardware 
designs, and the impact of firmware updates in assessing the 
effectiveness of relay self-testing. 

Finally, we describe and evaluate four practical levels of 
detecting the health of a protective relay. These are real-time 
monitoring of relay self-test alarms, continuous monitoring of 
communications and analog inputs, performing visual inspections, 
and lastly, identifying failures that are not detectable without a 
manual test. By using data and targeted approaches, protective 
relay users can know and improve relay availability, reduce 
failures, and optimize protection system testing intervals. 

I. INTRODUCTION 
Microprocessor-based relays include self-testing functions 

to verify that the critical components of the relay are operating 
properly [1]. The effectiveness of relay self-testing, along with 
other monitoring and testing, has been used to develop industry 
practices for system-based testing and establishing test intervals 
[1] [2] [3] [4].  

Protection system testing should consider all protection 
subsystems. For example, for the transmission line shown in 
Fig. 1, this includes validating all individual subsystems: 
protective relays (R1, R2), circuit breakers (52), CTs, VTs, 
direct current (dc) power systems, communications, and 
corresponding interconnections; when practical, the protection 
system as a whole should be tested [5] [6]. 

 

Fig. 1. One-line transmission line example 

Each relay serves as the “brains” of the protection system. 
From a testing standpoint, that means the relay not only 
monitors its own functions, but also can monitor the health of 
many other protection subsystems including alternating current 
(ac) voltages and currents, communications channels, 
dc battery voltages, and breaker trip coil continuity.  

In the sections that follow, we define four practical levels of 
testing, review current microprocessor-based relay testing 
practices, show recent field return data to evaluate the 
effectiveness of self-tests and other levels of testing, and, 
provide an updated model for evaluating and optimizing test 
practices. Finally, we will discuss how incorporating the 
practical levels into test practices will increase total effective 
test coverage and maximize routine test interval.  

II. FOUR PRACTICAL LEVELS OF TESTING DEFINED 
Microprocessor-based relays have traditionally consisted of 

four functional sections: 1) analog inputs and a data acquisition 
system, 2) contact inputs and outputs, 3) the processor and 
associated memory components, and 4) the power supply. As 
technology has advanced, we consider two additional functions 
that have increased in use: communications and 
displays/human-machine interfaces (HMIs).  



2 
 

Fig. 2 shows a practical block diagram of modern 
microprocessor-based relays.  

 

Fig. 2. Block diagram of microprocessor-based relays 

After relays have been deployed in service, we define four 
practical levels of ongoing testing of these functional sections. 
The order of effectiveness/impact is as follows: 1) relay 
diagnostic self-tests, 2) continuous monitoring of analog inputs 
and communications channels, 3) maintenance testing, 
including periodic input/output (I/O) checks, and 4) those 
failures that can only be found by visual or physical inspection. 

A. Relay Self-Tests 
Relay diagnostic self-tests verify the functionality of the 

relay microprocessor and memory components. Relays also 
monitor and produce a self-test alarm for internal power supply 
failures. If the relay detects a failure, it will activate an output 
contact or can also be configured to send a message to the user. 
The relay disables trip and control functions when it detects 
critical failures. 

Self-tests only partially monitor the data acquisition system. 
End users can add automatic monitoring functions, review 
event data, and perform testing to validate many of the 
functions not covered by self-tests. 

B. Monitoring Analog and Communications Inputs 
Nearly all relays continuously measure and monitor analog 

signals. This allows users to deploy loss-of-potential (LOP) and 
loss-of-current (LOI) functions to detect failures in the data 
acquisition system not covered by self-tests. 

For example, LOP logic can detect system level failures of 
the voltage transformer, fuses, or wiring. LOP logic can also 
detect certain analog input failures, internal to the relay that are 
not detected by self-test. Whether the failure occurs outside or 
within the relay, the end user can monitor the LOP logic bit to 
produce an alarm and then use metering, event report data, and 
field inspections to ascertain root cause of the failure. Failures 
in the current circuit (e.g., a failed or shorted CT), or any other 
LOI can be detected by meter checks or event reports during 
operation or testing. Continuous monitoring of voltages and 
currents can be achieved by comparing metering data in 
adjacent relays [7]. 

Communications channels can also be monitored in real 
time. Channel monitoring for protection schemes have been 
deployed for line current differential (87L) schemes [8], digital 

relay-to-relay communications [9], and IEC 61850 GOOSE 
[10]. Data communications used for metering and system 
operator controls can also be monitored. Monitoring 
communications channels has the advantage of detecting 
channel or communication equipment problems, and also 
detecting hardware failures of communications ports. A lack of 
response from a continuously polling device may indicate a 
communications port problem. 

C. Maintenance Testing, Including Periodic I/O Checks 
Commissioning tests should be performed at installation to 

prove that the entire protection system is set, interconnected, 
and operating as intended [5] [6]. Routine maintenance testing 
should verify relay functions that cannot be fully verified by 
relay self-tests or other monitoring. Many maintenance 
procedures can be performed remotely, such as exercising an 
output contact, to reduce routine maintenance.  

Event reports can be used to validate the performance of the 
protection system, including inputs and outputs. Automatic 
retrieval of event report data allows engineers to gain quick 
access to determine the root cause of problems and to enhance 
management of data for regulatory purposes. Those relays that 
encounter faults less frequently may require more maintenance 
checks. 

D. Visual and Physical Inspection 
Finally, some relay functions require a periodic physical or 

visual inspection. In most cases, failures associated with these 
relay functions are not critical to the protection system (e.g., a 
failure of the HMI or display), and inspections can take place 
during other routine maintenance. 

III. MICROPROCESSOR-BASED RELAY MAINTENANCE 
PRACTICES 

While each asset owner’s maintenance practices vary 
depending on many factors, we review several common 
approaches and standards. 

For utility companies that own transmission or bulk electric 
system assets in the United States and Canada, the North 
American Electric Reliability Corporation (NERC) has created 
a standard that defines the minimum frequency and type of 
maintenance testing that is required [3]. The NERC standard 
specifies a 12-year maximum maintenance interval under the 
following assumptions for a microprocessor-based relay: 

• Monitoring features include internal self-diagnostics 
and alarming, and voltage and current sampling of 
three or more times per power system cycle. 

• Alarms include power supply failures. 
The above criteria do not apply to underfrequency and 

undervoltage load-shedding relays. Reference [3] also specifies 
what functionality the maintenance testing needs to verify. For 
the remainder of this paper, we will refer to the NERC standard, 
assuming a basic level of monitoring and a 12-year maximum 
routine test interval.  

Each bulk electric asset owner is expected to evaluate their 
system against the most up-to-date NERC standards and any 
other applicable standards. As a result, most transmission 
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utilities in the United States and Canada base their routine 
testing on the NERC standard. 

For entities that do not fall under NERC requirements, such 
as relays installed on a utility distribution system or any 
industrial facility that does not have any assets on the bulk 
electric system, there are other normative guides and 
publications. The InterNational Electrical Testing Association 
(NETA) has written a standard covering maintenance of 
protective relays [4]. The NETA standard addresses the testing 
of protection elements but outlines testing as three categories: 
visual inspection, mechanical inspection, and electrical testing. 
Visual inspection involves actions including verifying the 
display and target LEDs, and recording basic information on 
the relay, such as the part number, serial number, and firmware 
version. Mechanical inspection involves actions such as 
verifying the tightness of connections and inspecting, 
operating, and cleaning any shorting devices. Electrical testing 
involves application of voltage and current, and testing of the 
specific protection elements. 

Reference [4] provides general guidelines for time-based 
maintenance intervals on protective relays. The recommended 
time intervals are weighted by equipment condition and 
reliability requirements. As an example, for a microprocessor-
based relay in average working condition with a medium 
reliability requirement, the recommended maintenance is a 
visual inspection every month with electrical and mechanical 
testing every 12 months. Relays with higher reliability 
requirements or low working conditions will need to be visually 
inspected and tested more frequently. While the inspection and 
test intervals from NETA are much shorter than what NERC 
requires, the required activities are more focused on visual and 
mechanical inspection. For example, NETA lists the testing of 
protection elements as optional. 

IV. SELF-TESTING EFFECTIVENESS FROM FIELD DATA 
One of the key components of determining maintenance 

intervals is the self-test effectiveness of microprocessor-based 
relays. While the features of modern-day relays have changed 
over the last 25 years to include liquid crystal or touch displays, 
and expanded use of communications methods (e.g., RS232, 
EIA-485, copper, and fiber Ethernet), self-test effectiveness is 
still comparable to [1], as shown in Fig. 3. However, categories 
for the HMI and communications are not included in Fig. 3 as 
the digital protective relays produced in the 1980s and early 
1990s did not use these features for protection.  

To properly evaluate the self-test effectiveness, field return 
data for more than 3,300 protective relays over several product 
models were evaluated to assess the percentage of those devices 
where the failure was detected by self-test diagnostics. Of those 
devices, 75.1 percent had failures detected by self-tests, 
consistent with [1]. Of the remaining 24.9 percent of failures 
not detected by self-test, respective categories are reflected in 
Table I.  

 

 

Fig. 3. A representation of digital relay self-testing covered by self-test 
diagnostics, as depicted in [1]; loss of voltage (LOV) is now more commonly 
referred to as LOP 

TABLE I 
DISTRIBUTION OF FAILURES NOT DETECTED BY SELF-TEST DIAGNOSTICS 

Failure category 
Percentage not detected by  

self-test diagnostics 

HMI 8.9% 

I/O 5.9% 

Analog inputs 4.6% 

Communications 4.1% 

Other 1.4% 

As presented in Table I, the highest undetected failure 
categories were HMI and I/O failures, followed by analog 
inputs, communications, and lastly other failures which include 
physical defects, such as broken cables, connectors, and 
hardware. 

Fig. 4 includes an updated representation of relay self-test 
monitoring, test levels, and associated test coverage percentage. 
Fig. 4 further shows that by starting with a base test coverage 
of 75 percent from relay self-tests, the coverage can be 
improved to 100 percent with additional levels of testing 
implemented, as mentioned in Section II. With monitoring the 
relay self-test alarm, monitoring for analog inputs and 
communication failures, and conducting visual inspections of 
the HMI, the effective test coverage becomes greater than 
90 percent. 

 

Fig. 4. An updated representation of digital relay test coverage, including 
self-test diagnostics and the benefit additional testing can provide 
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V. UPDATED MODEL AND OPTIMIZED TEST PRACTICES 
Markov models have been proposed in [1] and [11] to show 

the impact of self-testing on protection unavailability and 
routine test interval. The Markov models have been expanded 
to include the entire protection system in [12] using 32 states in 
the Markov model. For comparison of different schemes and 
evaluation of protection system components other than 
protective relays, fault tree analyses have also been used to 
evaluate the overall unavailability of a protection system [13].  

To better quantify the benefits of self-testing in protective 
relays and how to modify the models to incorporate 
improvements in self-testing, overall relay capabilities made 
over the past several decades, and the four test levels, we 
outlined the following goals of our modeling effort: 

• Keep the model as simple as possible. 
• Focus on relay unavailability. 
• Update the model to incorporate added features that 

were not commonplace in protective relays built prior 
to 1993. 

• Consider test levels.  
• Make use of other tools, such as fault trees for overall 

protection system unavailability and for situations 
when multiple relays and other components are 
factors.  

The proposed updated model uses ten states. Since our focus 
is on protective relay unavailability, we removed the status of 
the primary electrical equipment from the model in [1]. Relay 
protection unavailability calculated from the Markov model can 
be included in other analysis tools (e.g., a fault tree) where the 
primary equipment and other components of the protective 
system can be modeled and accounted for. More details 
regarding the model and parameters used are included in the 
Appendix. 

Fig. 5 shows the relay unavailability for two example cases. 
The first case is the 1993 model and assumptions used in [11], 
with a mean time between failures (MTBF) of 100 years and a 
self-test effectiveness of 85 percent. The second case is the base 
model described in the Appendix with an MTBF of 500 years, 
self-test effectiveness of 75 percent, with no metering and 
communications monitoring, and a high frequency of power 
system faults. In the context of this paper, we assume the MTBF 
metric includes field collected data that measures hardware 
failures associated with the product design, manufacturing 
process, or defective components, from a population of devices 
shipped from the relay manufacturer no more than 20 years 
before. This MTBF metric does not include any permanent or 
temporary failures (including those causing automatic 
diagnostic restarts) not reported to the relay manufacturer, or 
any failures detected and reported within six months of 
shipment from the manufacturer (i.e., out-of-box failures or 
failures discovered during commissioning). 

 

Fig. 5. Comparison of 1993 model vs. new base model  

The practice of testing relays every 12 years based on the 
NERC PRC requirements is represented as a vertical dotted line 
in Fig. 5. There are notable differences between the model from 
1993 (blue trace), and the new base model (red trace). But there 
are also some similarities as well. In the 1993 model, there is a 
minimum value of relay unavailability (blue dot at 600 • 10–6 in 
Fig. 5) that occurs at a routine test interval of roughly every six 
months. Whereas, with the new base model, the curve flattens 
after ten years. After the curves flatten, the unavailability is 
constant, and increasing the testing interval yields no further 
improvement in unavailability. With respect to the 12-year 
NERC interval, the updated model shows that the curve does 
not flatten until well over 20 years, which is consistent with the 
intended design life of a microprocessor-based relay. It is 
important to note that the model does not account for the device 
being removed from service after exceeding its intended design 
life. Further discussion on this topic is in [14].  

For the beginning portion of the curves, we can see that the 
slopes of the two models are identical. Given that we updated 
the time it takes to perform a relay test in the new base model 
from 0.5 hours to 4 hours (see the Appendix), the new base 
model starts at a higher unavailability. It now takes longer for a 
relay technician to test modern microprocessor-based relays 
based on the additional functionality, testing processes, and 
required documentation. The increase in testing time results in 
a higher unavailability for testing too often. But based on 
common experience, very few entities completely test their 
fleet of protective devices at an interval of less than once every 
several years. 

Lastly, we notice that the unavailability is higher for the 
1993 model than the updated base model. This is due to the 
increase in MTBF of microprocessor-based relays from 
100 years to 500 years since 1993. 

A. Improving MTBF 
Relay manufacturers are constantly working on 

improvements to product quality and reliability. Fig. 6 shows 
the base model outlined from the Appendix, with a self-test 
effectiveness of 75 percent, and no meter and communications 
monitoring, with a frequent fault rate and MTBF values ranging 
from 100 years to 2,000 years. 
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Fig. 6. Routine test interval vs. relay unavailability with varying MTBF of 
new base model 

The relay unavailability decreases as the product reliability, 
represented by MTBF, increases. We can also see in Fig. 6 that 
the curves more gradually flatten out as MTBF increases. To 
better visualize how an increase in MTBF can decrease the 
relay unavailability, Fig. 7 includes the plot of minimum relay 
unavailability for each case of MTBF. For example, with an 
MTBF of 500 years, the minimum relay unavailability from 
Fig. 6 is 1.772 • 10–4.  

 

Fig. 7. MTBF vs. relay unavailability 

There is a factor of 9.5 improvement in relay unavailability 
in Fig. 7 when we increase the MTBF from 100 to 1,000 years, 
from 8.615 • 10–4 to 9.097 • 10–5. However, when we increase 
MTBF from 1,000 years to 2,000 years, the decrease in relay 
unavailability is only a factor of 1.9, from 9.097 • 10–5 to  
4.780 • 10–5.  

Based on interpreting Fig. 7, after about 1,500 years, further 
increases in MTBF do not yield as dramatic of a reduction but 
still lowers relay unavailability.  

B. Improving Self-Testing Effectiveness 
There are ways that manufacturers can improve the 

effectiveness of device self-testing. In this section, we will 
group all automatic or self-test capabilities together, using our 
base model, with an MTBF of 500 years, assuming a frequent 
fault rate, and varying the self-test effectiveness from 0 percent 
to 95 percent. The results are shown in Fig. 8. 

 

Fig. 8. Routing test interval vs. relay unavailability with varying self-test 
effectiveness, as denoted by ST 

To better visualize how an increase in self-test effectiveness 
can decrease the relay unavailability, Fig. 9 includes the plot of 
minimum relay unavailability for each case of self-testing 
effectiveness. 

 

Fig. 9. Self-test effectiveness vs. relay unavailability 

In Fig. 9 we see a modest improvement in relay 
unavailability as self-test effectiveness increases from 0 percent 
to 60 percent. As the self-test effectiveness gets closer to 
100 percent, we see a greater incremental reduction in relay 
unavailability. Contrasting Fig. 9 (self-test variation) with 
Fig. 7 (MTBF variation), we do not see the same diminishing 
return on self-test improvement as we did with MTBF. Rather, 
as we get closer to 100 percent self-test effectiveness in Fig. 8 
we benefit with larger improvements in relay unavailability. 

While any improvement to self-tests seems to be desirable, 
there are practical limitations to self-test effectiveness. A relay 
manufacturer designs self-tests to detect failures of the internal 
hardware that affect protection. If one makes a self-test 
algorithm too sensitive to disable relay protection for unrelated 
functions (i.e., displays), it could be prone to unnecessary 
alarms. In addition, some self-test methods require hardware 
adjustments and added complexity. Relay manufacturers must 
carefully balance the value added in self-test improvements 
against added complexity. Complexity leads to reductions in 
overall quality. 

C. Impact of Faults per Year and Industrial Systems 
In [1], the number of faults per year on the primary 

equipment and power system are considered. However, the 
scenarios modeled looked at frequent fault rates that are found 
in utility overhead systems where temporary faults caused by 
lightning or other natural causes are common. In this paper, we 
include a lower fault rate to consider the case of a typical 
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industrial power system where installation factors, such as 
insulated cable and indoor metal-clad switchgear, change the 
number of faults per year that those power systems would 
experience. Additionally, in [1], the authors selected to model 
abnormal unavailability. Abnormal unavailability is impacted 
by switching practices on the primary power system, whether 
or not there is a primary or backup relaying system, and it is 
impacted by the reliability of other components of the 
protection system, such as current transformers. As highlighted 
in a Section V, we only focus on the relay. As a result, we only 
consider the unavailability of the relay. 

In Fig. 10, we plot the relay unavailability for the base model 
with a high rate for power system faults (two faults per year) 
and the base model considering the low-fault rate (one fault 
every two years). 

 

Fig. 10. Comparison of high-fault and low-fault rates for base model 

We can see in Fig. 10 that the lower number of faults per 
year, plotted in blue, increases relay unavailability. If there are 
fewer faults on the system, an undetected relay failure is not 
noticed as quickly as a system with more faults, and the 
unavailability increases. When a power system fault occurs and 
the relay is not functioning, this often results in an undesired 
operation of the protection system (false trip or failure to trip). 
A careful analysis of relay event reports can detect failures of a 
protective relay without experiencing an undesired operation. 

The same trends apply with a lower fault rate, such as the 
impact of increased MTBF and self-test effectiveness on 
protection unavailability. Additional plots for the lower fault 
rate are not included in the paper for brevity’s sake. 

D. Practical Improvements and Model Impact 
After reviewing the updated base model, we hope to answer 

two questions. First, what are some practical ways to improve 
the total effective test coverage? Second, how do we relate the 
model to protection levels discussed in Section II? 

We can start by considering the impact of including the 
monitoring of analog inputs and communications. In Fig. 11, 
we plot the base model with an MTBF of 500 years and self-
test effectiveness of 75 percent, with no analog inputs or 
communications monitoring. We have also included in Fig. 11 
the curve when communications monitoring is added, as well 
as the curve when both communications monitoring and 
monitoring of analog inputs are added. The overall relay 
unavailability at the NERC routine test interval of 12 years 
decreases from 2.0514 • 10–4 when neither additional 

monitoring method is applied to 1.2175 • 10–4 (1.68 times 
better) when both communications monitoring and analog 
inputs monitoring are applied. 

 
Fig. 11. Routine test interval vs. relay unavailability and impact of 
communications and analog inputs monitoring for a high-fault rate 

In Fig. 12 we plot the base model with an MTBF of 
500 years and self-test effectiveness of 75 percent with no 
analog inputs and communications monitoring, with the low-
fault rate. In addition to Fig. 12 we add the curve when 
communications monitoring is added, as well as the curve when 
both communications monitoring and monitoring of analog 
quantities are added. The overall relay unavailability decreases 
from 5.9381 • 10–4 at the 12-year routine test interval, when 
neither additional monitoring method is applied, to  
2.9625 • 10–4 (2.0 times better), when both communications 
monitoring and analog inputs monitoring are applied. 

 

Fig. 12. Routine test interval vs. relay unavailability and impact of 
communications and analog inputs monitoring for low-fault rate 

For both the high and lower fault rates, adding analog inputs 
and communications monitoring resulted in a reduction of relay 
unavailability by a factor of 1.68 to 2. That is a substantial 
improvement in unavailability that can be gained by simply 
using monitoring features that are already available in the 
protective relays. Furthermore, the optimal location on the 
graph for Fig. 12 where minimal unavailability and maximum 
routine test interval coincide shifted from approximately 3 
years for the base model, to greater than 12 years when adding 
communications and analog inputs monitoring. 

Visual and physical inspection were the last portion of the 
four levels of testing. The biggest impact of visual and physical 
inspection is the detection of failures (e.g., a failed display) that 
are not caught by other means, as previously discussed. Since 
we assumed a failed display did not result in the protection 
being unavailable in the model, visual inspection has little 
impact on protection unavailability in the Markov model. 
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However, there are failure modes in wiring and other categories 
that can be caught with a thorough visual inspection that are not 
addressed in this model. 

VI. CONCLUSION 
According to field data from over 3,300 protective relays, 

relay self-tests detect 75.1 percent of failures. From Table I, we 
know that HMI failures (8.9 percent), analog input failures 
(4.6 percent), and communications failures (4.1 percent) 
attributed to a total of 17.6 percent of total failures.  

After monitoring the relay self-test alarm, monitoring for 
analog input and communications failures, and conducting 
visual inspections of the HMI, the effective test coverage 
becomes greater than 90 percent. Maintenance testing accounts 
for the remaining effective test coverage percentage (e.g., tests 
for I/O and other failures).  

The NERC recommended 12-year routine test interval is 
sufficient and could be extended according to the base model in 
Section V. Based on the findings outlined in this paper, the 
authors conclude that performing maintenance testing on a 
microprocessor-based relay at least once during its more than 
20-year design life is sufficient, particularly where power 
system faults are less frequent.  

VII. APPENDIX 
The state diagram for the updated Markov base model is 

shown in Fig. 13. 

 

Fig. 13. State diagram of updated Markov base model 

The states are described in Table II. Many of the parameters 
are taken from [15] and updated as applicable to reflect changes 
in reliability or typical operation practice. 

Table III provides the parameters that are Markov model 
inputs. To keep the units consistent, we calculate all event 
transition rates in terms of occurrences per hour.  

TABLE II  
SUMMARY OF MARKOV STATES 

Markov state 
number 

Description 

1 Normal operating state 

2 Failure detected and waiting for repair 

3 Failure occurred and not covered by self-test 

4 Device was out of service while being tested 

5 Analog/metering failure occurred 

6 Communications failure occurred 

7 Display failure occurred 

8 Input/output failure occurred 

9 Firmware update or maintenance identified 

10 Fault on power system occurred 

TABLE III  
MODEL PARAMETERS 

Parameter Value Description 

FP 2.283 • 10–7 failures/hour Relay failure rate 

θPM Variable Periodic testing interval 

FST 1.712 • 10–7 failures/hour Failures detected by 
relay self-tests 

RR 0.04167 repairs/hour Relay repair rate 

FME 9.2462 • 10–9 failures/hour Analog input failures  

θME 120 tests/hour Analog input test rate 

FCOMM 9.132 • 10–9 failures/hour Communications 
failures  

θCOMM 120 tests/hour Communications 
failure tested every 

30 seconds 

FDISP 2.055 • 10–8 failures/hour Device display/HMI 
failures 

θDISP Variable, set to θPM Display/HMI 
inspection rate 

FIO 1.1370 • 10–8 failures/hour Digital I/O failures 

θIO Variable, set to θPM Digital I/O testing 

FPP 3.425 • 10–9 failures/hour Other failures not 
caught by any self-test 

FMI 6.849 • 10–7 repairs/hour Manufacturer bulletin 
required maintenance  

θMI 2.283 • 10–4 response/hour Time to respond to 
manufacturer bulletin 

Rt 0.25 tests/hour 4 hours to test a relay 

FC_HIGH 

FC_LOW 
2.283 • 10–4 faults/hour (high) 
5.708 • 10–5 faults/hour (low)  

Occurrence of power 
system faults 

FCC 4.566 • 10–10 failures/hour Common cause failures 
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A. Comments on Model Parameters 

1) Relay Failure Rate 
A baseline value of an MTBF of 500 years is assumed 

encompassing any relay failure regardless of the cause. The 
annual relay failure rate is simply the reciprocal of MTBF. And 
lastly, for consistency in units, we convert all failure rates to 
failures per hour, as calculated in (1).  

 p

7

1F (0.002 failures/year)•
8,760 hours per year

2.283•10 failures/hour−

 
= = 

    (1) 

2) Rate of Relay Failures Detected by Self-Tests 
A baseline value for self-testing effectiveness of 75 percent 

is assumed based on data provided in Section IV. The self-
testing effectiveness and relay failure rate can be used to 
calculate the rate of relay failures detected by self-tests in (2). 

 ( ) ( )7
ST P

7

F ST • F 0.75 • 2.283•10 failures/hour

1.712 •10 failures/hour

−

−

= = =
  (2) 

3) Relay Repair Rate 
Relay repair rates vary depending on various factors. 

Reference [15] cites several references and assumes an average 
five-day repair time. After reviewing and also making the 
assumption that a spare relay is available for replacements, we 
adjusted to an average one-day repair time and calculated in 
terms of repairs per hour in (3). 

 R
1R 0.04167 repairs per hour

24 hours/repair
 

= = 
 

  (3) 

4) Rate of Relay Failures Associated With the Analog 
Inputs 

Based on the data in Table I, approximately 4.5 percent of 
relay failures are associated with failure of the analog inputs. 
Additional automatic testing methods, such as meter tests, are 
discussed in Section II. If we assume that such meter tests are 
90 percent effective at detecting failures of the analog inputs, 
we can calculate the failure rate of the analog inputs in (4). 

 ( ) ( ) ( )7
ME

9

F 0.045 • 0.9 • 2.283•10 failures/hour

9.2462 •10 failures/hour

−

−

= =
  (4) 

5) Rate of Automated Testing of Analog Inputs 
Several methods have been described to test the analog 

inputs. Depending on the specific logic, whether 
communications to another device like an automation 
controller, communications processor, or supervisory control 
and data acquisition (SCADA) master are required, the time can 
vary from cycles to minutes. We assume an average time of one 
test every 30 seconds, or 120 tests every hour. 

6) Rate of Relay Failures Associated With a Failure of 
Communications 

Based on the data in Table I, approximately four percent of 
relay failures are associated with some variety of failure in 
communications that can impact protection. Reference [8] cites 
a typical data integrity encoding method used in 

communications channels associated with line current 
differential protection, where the probability of a data error 
going undetected is below 1.2 • 10–10. The likelihood of an 
undetected failure on other protection channel types is similarly 
very small. With such low probabilities of communications 
errors going undetected, we assume 100 percent of 
communications failures are detected without losing accuracy 
to the overall model. The failure rate due to failures in 
communications is calculated in (5). 

 
( ) ( ) ( )7

COMM

9

F 0.04 • 1.0 • 2.283•10 failures/hour

9.132 •10 failures/hour

−

−

= =
  (5) 

7) Rate of Automated Testing of Communications 
Detection of communications failures can be between cycles 

and minutes depending on the type of channel and nature of  
the failure. We assume an average time of one test every 
30 seconds or 120 tests every hour. 

8) Rate of Relay Failures Associate With a Failed 
Display/HMI 

Based on the data in Table I, approximately nine percent of 
relay failures are associated with the device display/HMI. We 
assume there is no self-test mechanism to catch display failures 
consistently and that display failures do not result in the loss of 
protection. The failure rate of display/HMI failures is calculated 
in (6). 

 
( ) ( )7

DISP

8

F 0.09 • 2.283•10 failures/hour

2.055•10 failures/hour

−

−

= =
  (6) 

9) Rate of Relay Visual Inspection of Relay 
Display/HMI 

While it is possible to schedule a separate visual inspection, 
we assume as a baseline that visual inspection is performed 
when the rest of the periodic maintenance activities are 
performed. 

10) Rate of Relay Failures Associated With the Digital 
I/O 

Based on the data in Table I, approximately six percent of 
relay failures are associated with the digital I/Os. While there 
are methods of checking the integrity of output contacts outside 
of routine relay maintenance, they are not applicable to all relay 
models and vintages, and as a baseline, we assume that 
problems with the digital I/Os must be detected via routine 
testing. The failure rate of the digital I/O failures is calculated 
in (7). 

 
( ) ( )7

IO

8

F 0.06 • 2.283•10 failures/hour

1.1370 •10 failures/hour

−

−

= =
  (7) 

11) Rate of Testing of Digital I/Os 
Testing of digital I/Os is typically done as part of periodic 

maintenance activities. 

12) All Other Relay Failures Not Caught by Self-Testing 
Based on the data in Table I, approximately 1.5 percent of 

relay failures are associated with some cause not detected by 
self-tests, and not included in the other categories already 
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defined. The failure rate of relay failures due to the other causes 
is then calculated in (8). 

 ( ) ( )7
PP

9

F 0.015 • 2.283•10 failures/hour

3.425•10 failures/hour

−

−

= =
  (8) 

13) Manufacturer Bulletin Requiring Maintenance 
Manufacturers will issue recommended maintenance 

bulletins. One example is if a firmware defect is identified, then 
the manufacturer sends out a notification to end users advising 
them of the firmware defect and recommended action, to 
proactively upgrade the firmware before the defect results in a 
failure. We assume that protection is not compromised, even 
though required maintenance has been identified. For 
simplicity, we estimate the required maintenance by 
multiplying the relay failure rate by a constant factor. After 
reviewing data on bulletins, we assume a factor (k) of 3, and the 
maintenance rate is calculated in (9). 

 
( ) ( )7

MI P

7

F k • F 3 • 2.283•10 failures/hour

6.849 •10 failures/hour

−

−

= = =
  (9) 

14) Time to Respond to Manufacturer’s Bulletins 
Time to respond to a service bulletin can vary from days to 

no time at all. Factors such as availability of personnel and 
bulletin severity can impact the time to respond. We assume an 
average time to respond to a bulletin of six months. The rate of 
performing maintenance is calculated in (10). 

 MI

4

1 1•
0.5 years 8,760 hours/year

2.283•10 failures/hour−

   
θ = =   

      (10) 

15) Relay Out of Service Due to Routine/Periodic Test 
Rate 

Reference [1] assumes an average time to test a relay of 
0.5 hours. Relay testing tools have improved significantly since 
the publication of [1], in terms of the relay test set hardware, 
software, and processes in place. However, manufacturers have 
added more functions and features to digital relays that were not 
available since [1]. We considered two cases: testing simple 
feeder overcurrent relay and end-to-end testing of a line current 
differential system with backup protection involving multiple 
relays. The range of times, including isolation processes, etc., 
seemed to range between one hour and one working day. We 
assumed an average relay testing time of 4 hours, or 0.25 tests 
per hour. 

16) Rate of Power System Faults 
The likelihood of a fault on the equipment depends on a 

variety of factors, including location and physical construction. 
For example, for an overhead 345 kV transmission line in an 
area with a high-keraunic level (e.g., heavy lightning activity), 
the likelihood of a fault is much higher, simply due to the 
exposure to lightning when compared to a 15 kV industrial 
cable within a plant facility. Recognizing the variance in fault 
occurrence, we assumed two cases: a high-occurrence rate and 
a low-occurrence rate. This approach has been taken when 

evaluating the cumulative impact of through-faults on 
transformer damage [16]. Typical failure and fault rates are 
examined for equipment on an overhead utility line and for the 
case of a medium-voltage feeder in an industrial facility. Data 
from available standards are used to estimate the number of 
faults per year for the two cases, and an average value is 
assumed for each [17] [18]. For the high-occurrence case, we 
assume two faults per year. The occurrence rate for this high-
occurrence case is calculated in (11). 

 
( )C _ HIGH

4

1F 2 faults/year •
8,760 hours/year

2.283•10 faults/hour−

 
= = 

    (11) 

For the low-occurrence case, we assume one fault every two 
years. The low-occurrence rate is calculated in (12). 

 C _ LOW

5

1 fault 1F •
2 years 8,760 hours/year

5.708•10 faults/hour−

   
= =   
      (12) 

17) Rate of Simultaneous Failures 
In [1], a common cause failure rate of one failure in one 

million hours is assumed. Common cause failures occur when 
a failure causes both a fault on the power system and the failure 
of a protection device. After reviewing real-world data, we 
assume an average value of 250,000 years for a mean time 
between occurrences. The occurrence rate is then calculated in 
(13). 

 CC

10

1 failure 1F •
250,000 years 8,760 hours/year

4.566 •10 failures/hour−

   
= =   
      (13) 

B. State Transition Matrix and Mathematical Model 
The state transition matrix associated with the updated 

Markov model is given in (14). 

 

11 ST PP PM ME COMM DISP 10 MI CC

R 22 C

PM 33 C

T 44 C

ME 55 C

COMM 66 C

DISP 77 C

IO 88 C

MI 99 C

R 1010

a F F F F F F F F
R a 0 0 0 0 0 0 0 F
0 a 0 0 0 0 0 0 F

R 0 0 a 0 0 0 0 0 F
0 0 0 a 0 0 0 0 F

T
0 0 0 0 a 0 0 0 F
0 0 0 0 0 a 0 0 F
0 0 0 0 0 0 a 0 F
0 0 0 0 0 0 0 a F

R 0 0 0 0 0 0 0 0 a

θ 
 
 
 θ
 
 
 θ =
 θ
 θ
 θ


θ

 







  (14) 

The diagonal terms in (14) are defined by (15) through 
(24). 

 11 ST PP PM ME

COMM DISP IO MI CC

a 1 F F F
F F F F F

= − − −θ − −

− − − −
  (15) 

 22 R Ca 1 R F= − −   (16) 

 33 PM Ca 1 F= −θ −   (17) 

 44 T Ca 1 R F= − −   (18) 

 55 ME Ca 1 F= −θ −   (19) 
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 66 COMM Ca 1 F= −θ −   (20) 

 77 DISP Ca 1 F= −θ −   (21) 

 88 IO Ca 1 F= −θ −   (22) 

 99 MI Ca 1 F= −θ −   (23) 

 1010 Ra 1 R= −   (24) 

The probability vector that gives the probability that the 
system is in each state is defined by (25). 

 [ ]T
1 2 3 4 5 6 7 8 9 10P P P P P P P P P P P=   (25) 

The state transition matrix and probability vector are 
combined in (26). 

 [ ]TP T 1 0− =   (26) 

where: 
I is the identity matrix. 

Solving (26) for the probability vector then gives the overall 
probabilities for each state of the system in the model. We are 
specifically interested in calculating the unavailability of the 
protection. To calculate the unavailability, we simply add 
together the system states where the protective relay is 
unavailable, as in (27). 
 2 3 4 5 6 8 10ProtUN P P P P P P P= + + + + + +   (27) 
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